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Abstract

A novel method of parametric adaptation for feedback cancellation has been introduced.
Knowledge of the hearing aid system gained from previous modelling work was used to
identify those parameters which are likely to vary after fitting the hearing aid to the user.
These parameters are adapted to produce finite impulse response (FIR) filters modelling the
actual feedback path response. Simulations have shown that the algorithm converges to a
good estimate of the actual feedback path in far fewer iterations than the normalised least
mean squares algorithm. The next stage of the work will extend the algorithm to adapt more
than one parameter simultaneously and improve its computational efficiency with a view to

developing a practical real-time system.
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Introduction

Feedback is a major problem for hearing aid users. This is the oscillation or “whistling” that
occurs when an amplified signal is fedback from the output of the hearing aid receiver
(loudspeaker) to the microphone, driving the device into instability. This effect can be
prevented by reducing the gain of the hearing aid, but this prevents the user obtaining full
benefit from the device. This is especially so for patients with severe or profound hearing

losses, who require higher gains.

A better approach is to cancel the feedback signal. This can be done by using adaptive
filtering techniques to model the response of the feedback signal and then subtract this
modelled response from the input to the hearing aid processing, so that the forward response,
i.e. the amplified desired signal, remains (figure 1). The feedback path varies with time, so

the feedback cancellation system must be adaptive.

3

feedback path

» forward path »

i

adaptive feedback cancellation

~

Figure 1: Schematic diagram of hearing aid with adaptive feedback cancellation.

Currently, most methods of feedback cancellation are based on the least mean squares (ILMS)
algorithm [Widrow and Sterns, 1985]. This method assumes no prior knowledge of the
system and may take many iterations to converge. This limits the ability of the adaptive filter

to track sudden changes in the feedback path.

The method of feedback cancellation proposed in this memorandum uses prior knowledge of
the hearing aid system to obtain an initial response closer to that of the actual feedback path.
This parametric algorithm has been shown to adapt quickly to changes in the feedback path
with fast convergence which compares favourably to the LMS aigorithm. This method is
currently in the early stages of development. This memorandum is a summary of the work

completed to date.
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The hearing aid model

A comprehensive model of an in situ in-the-ear (ITE) hearing aid has been developed. This
combines the manufacturer’s electrical transducer analogues implemented with the PSpice
circuit simulator [LoPresti and Carlson, 1999] with acoustic theory implemented in
MATLAB. This allows variation of the transducers and the dimensions of the tubes within
the system to simulate a wide range of devices and subjects. Two-port network theory was
used to derive an expression for the feedback path response [Egolf et al., 1989]. The model
was verified experimentally for simple transducer-tube systems and with actual feedback path

measurements.

Adaptive algorithms
Adaptive algorithms are used often to minimise some cOst function relative to some varying

parameter. A common cost function is the mean square error.

The most widely used method of adapting a parameter to minimise the cost function is the
method of steepest descent. This has the form:

new parameter = old parameter - 1 X (local gradient)

U is the convergence coefficient, which governs the rate of convergence.

The local gradient is given by d(cost function
d(parameter) | current parameter values

For this algorithm to converge reliably, the error surface obtained by plotting the cost
function against the varying parameters must have a global (i.e. unigue) minimum and the

convergence coefficient o must be large but not too large.

N G

x(ny w ‘ = —> e(n)

Figure 2: Block diagram of an adaptive system
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Consider the system in figure 2. The input signal X(n) is filtered by the feedback path, G, to
give the desired signal, d(n}. The input signal is filtered also by the adaptive filter, W, with
coefficients wi, to give the estimate of the desired signal, y(n). The error signal, &(n), is given

by
e(n) = d(n)~y(n) = d(ny-w' (n)x(n) (1)

We wish to minimise the error signal, e(n}, so that the adaptive filter converges to give the
same tesponse as the feedback path. The mean square error, E[e®(n)] is a suitable cost

function.

The convergence coefficient o should be chosen with care. If o is too small, the filter will
take a long time to converge to the correct solution and will be poor at tracking changes. fo
is large, the solution will be reached quickly, but if 0. is too large, the filter will overshoot the

solution and will take a long time to converge.

Least mean squares algorithm
The least mean squares (LMS) algorithm updates the adaptive filter coefficients according to

equation (2).
w(n+1)=w(n)+cae(n)x(n) | (2)

The computational load is twice that due to implementation of the FIR filter.

The normalised LMS algorithm compensated for changes in the amplitude of the input signal,

x(n), to give a constant rate of convergence even when the input signal power fluctuates

(equation (3)).

w(n+1)=w(n)+ %e(n)x(n) (3)

Parametric adaptation algorithm

The NLMS algorithm is easy to implement, but may not be able to converge fast enough to
track rapid changes in the feedback path, thus causing the hearing aid system to become
unstable. The aim of this project is to develop a system of adaptive feedback cancellation
which is robust to changes in the feedback path, i.e. will not become unstable when the

feedback path changes. In order to minimise the likelihood of instability, the algorithm
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should be able to track rapid changes in the feedback path. This requires the algorithm to
converge quickly. Better tracking of changes will allow better cancellation of the feedback
path, and hence allow higher gains to be used before the onset of oscillation, increasing the

usefulness of the hearing aid to patients with severe and profound hearing loss.

The algorithm developed here uses prior knowledge of the hearing aid system obtained from
a computer model. This model allows investigation of the components of the system, finding
which parameters are constant after fitting the device to the patient and which vary, leading
to variations in the feedback path response. For simplification, the presence of slit leakage
around the earmould was included in the model of the vent, rather than modelling the leak as

a second tube in parallel with the vent.

In the examples given in this report, the combined vent/leak tube was the only varying part of
the hearing aid system; all other parts were kept constant. Varying a single parameter is the
simplest situation. First, we shall consider the varying vent/leak radius, simulating an

increasing amount of sound leaking around the earmould from the receiver to the

microphone.

Varying the combined vent/leak radius
Consider the vent and leak as two tubes of the same length and with the same distance from

the tube exit to the microphone input. The radius of the vent, Iy, and leak, r;, are combined. If

the cross-sectional area of the combined tube is given by:

nr? =z, ? + 7’ (4)
then
r2 = rvz + r,z (5)
and

r=qr2+r2 (6)

A set of MATLAB programs and functions were written to calculate the response of the
feedback path from the receiver input to the microphone output. The basis of the programs
was the calculation of the 2 x 2 matrix describing the feedback path from two-port network

equations for the tubes and transducers:
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Azl Biow _ A B A, B/ |A, B, L 0]A; B, 1 O0JAer Be| A, Bn (7)
Cow Dww | |C; D/ iC, D,|C, D, |Y2Z;y 1§C; D, Y2y 1JCe B |Cn Pn

The subscript r denoted the two-port network parameters of the receiver, 1 the receiver tube,

2 the ear canal, T the tympanic membrane (eardrum), 3 the vent, V the vent exit, F the

external acoustic feedback path and m the microphone. The response of the feedback path is

given by 1/Astar.

Tt was possible to derive a simplified expression for Asotal’

8
2, siah(rL,) } m (®
(ZT Cosh(T2L2)+ Z sinh(l"sz ))/(E%L)H :

+cosh(T,L., )” pocke{?““]

Al = An(AZ, sinh(T,L, )+ B, cosh(TiL, )}

A block diagram of the parametric adaptation algorithm is shown in figure 3 below.

d
feedback path
Y1 +
FIRl it pX (=
x A A
I Y2 +
1 L 4
X FIR, - (2N e
N

two-port network OLTF model

f1T IE
2 3
v=22"% ¢
r,—r,

Figure 3: Block diagram of the parametric adaptation algorithm.

The frequency response of the open-loop transfer function from the microphone input to the
output of the external path was calculated using matrix multiplication or equation (8)
(recalculated for the microphone-to-external path matrix configuration, which results in a
slightly different form for the expression), and used to derive the coefficients of a 512-point

finite impulse response (FIR) filter using the inverse Fast Fourier Transform (FFT). This was
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done for the éctual feedback path before and after a change in the radius of the combined
vent/leak, Fm, and hence in the feedback path. This simulated a change in the amount of
acoustic leakage around the earmould from the receiver to the microphone. Two filters, FIR,
and FIR,, were derived from the feedback path responses produced with estimates of the
radius given by Ty = 0.25 mm, where Ips was the radius of the combined vent/leak in the
initial actnal feedback path. In this example, ri was 1.204 mm and Iy was 4.176 mm,
representing a 1.2 mm radius vent and an effective leak radius changing from 0.1 mm to 4

mm.

The errors were given by:

& =d-v, (9)
e, =d-y, (10)

e, and e, are the error signals due to the difference between the desired signal d and the

estimated signals y, and Yo, respectively.

The error signals were used to calculate an approximated gradient of the instantaneous error

and update ry and ra:

2 2

v=52 7% (11)
rz "rl

na(n+1)=r,(M)-av (12)

« is the convergence coefficient.

The new values of 1y and r, were used to calculate new estimates of the feedback path
response. After a number of iterations, the response calculated using the mean value rleg

should be close to the actual feedback path response. Tey is given by:

I +r
Test = . 5 = (13)

The feedback path response was modelled over the frequency range 1 Hz to 20 kHz and
sampled at 40 kHz. The FIR filter coefficients were obtained by taking the inverse Fast
Fourier Transform of the response. A 512-point filter was used. When plotting the responses
of the FIR filters, the filter was zero padded to 1024 points and the FFT taken. The

performance of the parametric adaptation algorithm was compared with that of the
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normalised LMS (NLMS) algorithm [Widrow and Stearns, 1985]. The program ran for 100

iterations.

After 100 iterations, i.e. 88 iterations after the feedback path changed, it can be seen that the
responses of FIR; and FIR,; lie either side of that of the final feedback path (see figure 4). For
this simulation, the final values of ry and r» were 3.944 mm and 4.444 mm respectively.
Figure 5 shows the response of the estimated feedback path, with leet = 4.194 mm. The actual
feedback path used Iy = 4.176 mm. Excellent agreement is seem between the estimated and
actual final feedback paths. However, the NLMS algorithm has not converged to a reasonable

estimate of the feedback path.
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Figure 4: Comparison of FIR filter responses with actual final feedback path response.
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Figure 5: Comparison of estimated and actual feedback path responses with NLMS filter
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Looking at the error signals for both the parametric algorithm and the NLMS, it can be seen

that the errors are much smaller for the parametric algorithm than for the NLMS (figure 6).

Emors
0.8 T T T T T T T Y

Figure 6: Error signals for parametric and NLMS algorithms.

The convergence behaviour of the parametric algorithm can be seen more clearly by plotting
the estimated radius against the number of iterations (figure 7). It can be seen that the radius
matches that of the actual feedback path before the feedback path is changed after the twelfth
iteration. The estimated radius converges to the new feedback path radius after about 8
iterations after the feedback path changes.
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Figure 7: Convergence behaviour of the estimated vent / leak radius.
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Compare thi-s with the behaviour of the NLMS algorithm. After 8000 iterations, the NLMS
response is in good agreement with the actual feedback path (figure 8). It can be seen from

the error signal that the algorithm has only just converged (figure 9).

Comparisan of NLMS filter and actual feedback path responses
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Figure 8 Comparison of actual feedback path and NLMS filter responses after 8000
iterations.

Ermers

08 L : s . L : .
Q 1000 2000 3000 4000 S000 E000 7000 8000
No, iterations

Figure 9: Convergence of NLMS error signal.

The mean error signal obtained with the parametric adaptation is compared with that of the

NLMS for the first 100 iterations in figure 10. It can be seen that the parametric algorithm

results in a smaller error as well as faster convergence.
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Comparison of errors with NLMS and paramslric algarithms
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Figure 10: Comparison of parametric algorithm and NLMS error signals.

The error surface for the varying radius parametric adaptation algorithm is shown in figure
11. It can be seen that the surface is unimodal, i.e. it has a single minimum, so the algorithm
will converge to a unique value. The steep sides of the error surface either side of the

minimum indicate fast convergence, supporting the observations made above.

x 10 Ermror surface for paramatric adaptation
] I T T T T T

Mean square errer
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Figure 11: Error surface of the parametric adaptation algorithm.

If we examine the impulse response of the feedback path (see figure 12), it can be seen that a

256 point filter will be adequate.

10
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Figure 12: Impulse response of the feedback path.

Considering the NLMS algorithm alone, good agreement was achieved between the NLMS
filter response and the actual feedback path response after 4000 iterations using a 256 point

FIR filter (figure 13).
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Figure 13: Comparison of the NLMS filter response after 4000 iterations with the actual

-200

feedback path response.

Examining the error signal, it can be seen that convergence has occurred after 4000 iterations

(figure 14).

11
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Figure 14: Convergence behaviour of the NLMS error signal.

The mean square of the NLMS filter coefficients appears to have converged after about 3000

iterations (figure 15).

10 Mean square of LMS filter coatfeciants
3 T T T Y T T

o ! L s : L L L
Q soe 1000 1500 2000 2500 3000 3500 4000

No. iterations

Figure 15: Convergence behaviour of the mean square of the NLMS filter coefficients.

Therefore the performance of the NLMS algorithm can be improved by using a shorter filter
length.

Comparing the convergence behaviour of the estimated vent / leak radius for the parametric
adaptation algorithm (calculated with 256 point filters, zero padded to 512 points when
plotting the FFT for the frequency response curves) and the mean square NLMS filter
coefficients (scaled up to appear on the same axes) (figure 16), it can be seen that the
parametric algorithm converges after about 8 iterations while the NLMS algorithm takes

about 3000 iterations. Therefore the parametric adaptation algorithm is two orders of

12
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magnitude faster than the NLMS algorithm for this particular application, even using shorter

filter lengths.

Caomvergence behaviour of paramatric and NLMS aigerithma
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Figure 16: Comparison of the convergence behaviour of the parametric adaptation and

NLMS algorithms.

Varying the combined vent/leak length

A second example varied the length of the combined vent and leak, keeping all other
parameters constant, including the vent/leak radius. The algorithm had the same form as
before, replacing the radius r with the length L. However, a different convergence coefficient
was required. In the example shown below, o = 10. The modelled feedback path was the
measurable path from the receiver input to the microphone output with 50 dB arbitrary gain,
representing the hearing aid amplifier, and was calculated with the analytic expression given
by equation (8) rather than by matrix multiplication. This illustrates that both methods are

valid, though the analytic expression is preferable as it reduces the computational load of the

algorithm.

The initial feedback path was calculated with a combined vent/leak length, L1, of 1.2 cm.
After 12 iterations, the feedback path was changed to that calculated with Lz = 1.7 cm. As
before, the response of the NLMS filter before adaptation was the same as that of the initial
feedback path. Initially, FIR; and FIR, were obtained for Ly = Lgt - 0.05 cm and Lp = Ly +

0.05 cn, respectively.

After 100 iterations (88 iterations after the feedback path changed), it was found that the
responses of FIR; and FIR; lay close to that of the actual feedback path (figure 17). The main

13
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difference sﬁowed in the frequency of the peak near 9 kHz, which is governed by the
vent/leak length. For this simulation, the final values of Ly and Ly were 1.65 cm and 1.75 cm
respectively, giving a mean estimated length, Les, of 1.7 cm, which is in exact agreement
with the actual length, Lgo. Thus, exact agreement was observed between the estimated and
actual final feedback paths (figure 18 - note that the parametric estimate and actual feedback
path responses appear as a single response due to the exact agreement). However, it can be

seen that the NLMS algorithm has not converged to a reasonable estimate of the feedback

path response 88 iterations after the path changed.

[ ison of FIR filter with varabla part of faedback path
T

o= actual final feedback path
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Figure 17: Comparison of FIR filter responses with response of actual final feedback path.
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Figure 18: Comparison of parametrically-estimated and actual feedback path responses with

NLMS filter response 88 iterations after the change in the feedback path.
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Considering the error signals for both the parametric algorithm and the NLMS, it was found
that the errors were about ten times smaller for the parametric algorithm. This can be seen
clearly in figure 19, which compares the error signal produced by the parametric estimate,
Best, With the error produced by the NLMS algorithm, €nms. The parametric error has
converged about fifteen iterations after the feedback path changed on the twelfth iteration.

The NLMS algorithm had not converged after 100 iterations.
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Figure 19: Comparison of error signals for parametric and NLMS algorithms

The convergence behaviour of the length-varying parametric algorithm is demonstrated by
figure 20, which plots the estimated vent/leak length against the number of iterations.
Initially, the estimated length fluctuates around the actual length before the feedback path
changes on the twelfth iteration. These fluctuations are due to the random nature of the input
signal and hence the error signals and gradient used to update the estimated length. The
estimated length converges to the new value about 20 iterations after the feedback path

changes.

15
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Adaptation of estimated vent langth
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Figure 20: Convergence behaviour of the estimated vent/leak length.

The error surface for the varying length parametric adaptation algorithm is shown in figure
21. Again, the surface is unimodal, i.e. it has a single minimum, so the algorithm will

converge to a unique value.

. x10¥ Error surface for paramalric adaptation
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Figure 21: Error surface for the varying length parametric adaptation algorithm.

If we consider the NILMS algorithm, we find that good agreement was achieved between the
NLMS filter and the actual feedback path responses after 4000 iterations using a 256-point
FIR filter (figure 22). The error signal shows that convergence occurred after about 3000
iterations (figure 23), as does the plot of the mean square of the NLMS filter coefficients
(figure 24). The performance is very similar to that observed when the feedback path altered
following a change in the vent/leak radius, demonstrating that the performance of the NLMS

algorithm was independent of the components of the hearing aid system, as expected.

16
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Comparison of NLMS filter and actual feedback path responses
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Figure 22: Comparison of NLMS filter response with actual feedback path response after
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Figure 24: Convergence behaviour of the mean square of the NLMS filter coefficients

Computational efficiency

Although it has been demonstrated that the parametric algorithm converges in far fewer
iterations than the normalised least mean squares algorithm with a white noise input signal,
the actual running time is much greater. In order to use the parametric algorithm in a practical

real time feedback cancellation system, the computational efficiency of the algorithm must be

improved.

One strategy has been to derive a simplified expression for the feedback path response rather
than calculating the response through matrix multiplication, thus reducing the computational
load. Currently, refinements are being made to improve the performance of the algorithm

further.

Future work

Although the work presented here deals with changes in the feedback path due to the
variation of a single parameter, in reality variation may occur in several parameters
simultaneously. Therefore the parametric algorithm must be expanded to process changes in

more than one parameter.

A practical real-time parametric adaptation system will be developed. In its earliest stages, it
is likely that this will be in the form of a hearing aid linked to a PC with digital signal
processing capabilities. Eventually, it is intended that the algorithm should be implemented

within the hardware of the hearing aid itself.

18



4™ October, 2001 Hayes and Rafaely
Parametric adaptation algorithm for feedback cancellation

Conclusions

Taking into account the stochastic nature of the parametric algorithm, which causes the

number of iterations required for convergence to vary, it has been demonstrated that in this

simple case, varying a single parameter, the algorithm described in this report converges in

far fewer iterations than the normalised LMS. This indicates that this is a promising approach

to the problem of robust methods of feedback path cancellation.

The algorithm has been demonstrated for varying vent/leak radius and length, and will be
extended to deal with simultaneous changes in more than one parameter. The computaticnal
efficiency of the algorithm will be improved and possible strategies for real-time

implementation will be examined in future work.
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