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Abstract 

This paper describes how the Gabor transform can assist in the identification of the acoustic signatures, emitted 
by individual ringing bubbles when for example entrained by a breaking wave, under conditions where noise and 
the degree of overlap between these signatures hinders such identification. Once identified, the natural 
frequencies of the individual bubbles, and the moment they begin ringing, can be determined. In addition, if an 
array of hydrophones is used, the location of each bubble can be estimated. However whilst the use of the Gabor 
transform may be necessary in the surf zone, where the noise and overlap problems are severe, its inclusion in the 
signal processing compromises the spatial and temporal resolution of the estimates. Hence an additional stage is 
introduced, whereby the Gabor technique is initially applied to identify the individual bubble signatures in 
hydrophone records of surf zone ambient noise, and then is removed to obtained increased resolution from 
analysis of the signal in that region of the time history and time-frequency domain in which the Gabor technique 
has localised a potential signature. This allows the times of entrainment, the locations, and the natural 
frequencies of individual bubbles to be identified during wave breaking events in the surf zone. 

1.  Introduction 
If a bubble emits, on entrainment, a passive emission which is detected by the hydrophones of an appropriate 
array, it is in principle a straightforward matter to identify the natural frequency of that bubble, and to estimate 
the location of the source and time at which it began to emit. This is not a simple matter, however, if the signals 
are noisy and the emissions overlap in time, as can be the case in the surf zone. This paper makes use of the 
Gabor transform to identify potential bubble emissions in the time-frequency domain. However there are two 
further issues which need to be addressed. First, in producing a time-frequency plot of the Gabor coefficients, 
resolution in time and frequency are compromised to such a degree that, for example, estimation of the location of 
the emitting bubble is extremely poor (of order 12 m). Second, whilst the Gabor transform preferentially 
identified exponentially decaying sinusoids of the type emitted by entrained bubbles, there is still a chance that a 
peak in the plot of the Gabor coefficient might be the result of noise spikes in the time-frequency plot. Correlation 
of peaks in the Gabor coefficient plots (and source time series) from all the available hydrophones in the array 
reduces that risk, although localised sources of exponentially decaying sinusoids (such as could conceivably be 
caused by impact against the rig) might still be identified as bubbles. Hence the final stage of processing allows 
identification of those noise sources which are located away from rig structures, and hence are not self-noise. 

Wavebreaking in the surf zone is one of the wide range of physical mechanisms that can give rise to bubble 
generation.  Bubbles may be entrained at a liquid surface or through the comminution of existing bubbles.  A 
significant proportion of the energy generated in these processes is radiated as acoustic energy. Within the free-
field approximation, for air bubbles in water of sizes greater than a few tens of microns, the frequency of 
oscillation of a bubble is inversely proportional to it size [1]. Thus monitoring of the acoustic emissions at bubble 
formation allows one, in principle, to measure the size of the bubble formed.  For small amplitudes of oscillation 
the bubble motion can be approximated by a lightly damped second order linear differential equation [2], the 
impulse response of which is an exponentially damped sinusoid [3, 4].  The principle of detecting and 
characterising these emissions has been used to estimate bubble size distributions in the natural [5].  Furthermore, 
the emissions from bubbles during entrainment have been studied in a variety of scenarios, including bubble 
clouds formed during injection [6], the impact of bodies of water [7, 8] and liquid jets [9, 10].  Additional work 
has considered the bubble signatures generated when a liquid drop impacts with a surface including rainfall [11] 
and wavebreaking [12]. 

In carefully controlled conditions, where signal to noise ratios are high and bubble entrainment rates are low, 
then the task of isolating individual bubble signatures is relatively straightforward.  In practical measurement 
scenarios one is often faced with adverse signal to noise ratios and rapid entrainment rates, so that bubble 
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signatures overlap, with multiple bubble signatures occurring simultaneously and many bubbles occupying the 
same frequency band.  One approach to estimating the bubble size distribution is to compute the power spectral 
density (by time-averaging Fourier transform of finite data lengths) and then employ inverse techniques to infer 
the bubble size distribution that gave rise to that spectrum [13].  Such an approach results in loss temporal 
information, and hence in precise localisation by triangulation of the sound source, which is one objective of this 
work. 

Leighton et al. [14, 15] provided an alternative method, which retained temporal information in overlapping, 
noisy environments. They exploited the Gabor transform to identify the individual bubble signatures in a test tank 
under a plunging jet and a waterfall [15], and in the ocean during rainfall [14]. They used this data to test a theory 
for bubble fragmentation [16]. In this paper this technique is applied to ambient noise gathered in the surf zone 
during the Hurst Spit experiment in 2000 [17], to obtain the times of entrainment, the locations, and the natural 
frequencies of individual bubbles under breaking waves in the surf zone. 

2. Method 

2.1  Apparatus 
A detailed discussion of the experimental configuration can be found in a companion paper in this volume [17].  
This experiment exploited an array of four sensors. Originally the array consisted of eleven elements, but at the 
time of data collection only four were functioning. Crucially, the out-of-plane hydrophone had been damaged by 
the extreme conditions in the surf, and hence the results of the triangulation contain a left-right ambiguity. The 
configuration of the surviving sensors is shown in Figure 1.   

 
Figure 1. Side view of the array geometry. All the surviving hydrophones lay in a plane, the 
normal to which was horizontal. The vertical line drawn in the figure, joining sensors 3 and 
4, would be vertical in situ, and is at the end of the array furthest from the shore. The 
horizontal line running from sensor 2 to 1 would run towards the shore, and would be 
horizontal in situ. 

2.2  Signal processing 
The goal of the signal processing is first to isolate individual bubble signatures, second to estimate the relative 
delays between the hydrophone channels, and finally to estimate the source location from the delays 
(triangulation). Each of these tasks will be addressed individually in the following sub-sections.   
 
2.2.1 Signal Localisation 
The objective is to detect the presence of a bubble signature. If the entrainment rate is high these signatures may 
overlap in time, in which case simple energy-based detectors will fail to separate the two bubble signatures. 
However a time-frequency based detector allows signature separation in such a scenario (assuming the two 
bubbles have different natural frequencies). 

There are many time-frequency methods that could be adopted [18]. The general class of bilinear 
representations suffers from problems associated with cross-terms, a problem that becomes more critical at low 
SNRs. The spectrogram [18] offers a simple, efficient, algorithm based on the FFT in which the cross-terms have 
limited impact. Potentially the data files to be processed are large and one seeks to minimise redundancy in the 
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time-frequency representation. This naturally leads one to consider orthonormal representations, in which there is 
no redundancy: N input samples in the time series generates N points in the time-frequency plane. The first time-
frequency method used for detection falls into this category and can be expressed as: 
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This is a spectrogram that is computed using a rectangular window with no overlapping. The window length L 
is selected by the user. Short windows yield poor frequency resolution, whilst longer windows yield poor 
temporal resolution. The step size is m, and k is the discrete frequency index. 

This spectrogram can be considered as decomposing a signal into components that are rectangular sinusoidal 
pulses. These basis functions only match the bubble signatures over short a duration (when the amplitude can be 
considered as approximately constant). A basis set that is better matched to the bubble signature is provided by 
exponentially windowed sinusoids. To employ such a basis set one has to resort to using a bi-orthogonal basis.  
Such bases require two windows: one to perform the signal decomposition, and the second to perform the signal 
reconstruction.  A scheme to perform such a decomposition was presented by Friedlander and Porat [19].  This is 
an efficient algorithm, exploiting the computational efficiency of the FFT.  This algorithm can be viewed as a 
spectrogram, with a suitable windowing function. However in this paper we shall refer to this transform as the 
exponential Gabor transform (or simply the ‘Gabor’ transform) in order to distinguish it from the above 
spectrogram.  

By way of illustration, compare the spectrogram and Gabor representations of simple signal consisting of three 
decaying, overlapping exponentials, shown in Figure 2.  Figure 2a shows the time series in which the three 
exponential components can be seen.  Figure 2b shows a plot displaying the magnitude of the Gabor 
representation of this signal.  There are only three non-zero values in this discrete plot, one representing each of 
the components.  Compare this with the spectrogram shown in Figure 2c, where each of the components generates 
a range of non-zero terms.  This smearing results in a loss of energy in the peak value. How this can make the 
Gabor transform more robust to the presence of noise and overlap in the detection of bubble entrainment 
signatures is described by Leighton et al. [15].   

 
Figure 2. Decomposition of Synthetic Signal. (a) Synthesized time series data (representing, for 
example, the output of a hydrophone) consisting of a summation of three exponentially 
decaying sinusoids; (b) Time-frequency representation of the amplitude of the Gabor 
coefficients when the time-series of part ‘a’ is processed using the Gabor transform; (c) 
Spectrogram of the data from part ‘a’. Plots ‘b’ and ‘c’ are normalised so that the total volume 
under the curves is unity. This is the simplest level of illustration. For example the start times 
and centre frequencies of the exponential terms are especially chosen so that minimal leakage 
occurs for ‘b’ and ‘c. 
 

In general the fact that the Gabor transform is better matched to the signal model means that this leakage will, 
on average, be small than that encountered by the spectrogram.  Hence throughout the following the Gabor 
transform will be used to compute the time frequency plots, this choice being based on the observation that the 
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bubble signatures more closely resemble decaying exponentials than constant amplitude sinusoids. 
An example of the time history obtained in the surf zone by a hydrophone in the Hurst Spit 2000 trial is shown 

in Figure 3. The identification of individual bubble signatures is not a simple as was the case in Figure 2a.  

 
Figure 3. A section of time series data obtained by a hydrophone in the Hurst Spit 2000 surf zone 
trial. The time axis matches that used in Figure 4. Environmental data: Time=10.59; Date=10 
November 2000; Wind Speed=8 mph; Wind Direction=SW; Water temperature=12°C; Air 
temperature=12°C; Water depth=approx. 1m; Notes: Calm sea. 

 
The procedure adopted when isolating bubble signatures from such time histories is to compute the Gabor 

transform, although our associated tests suggest that use of the spectrogram would result in only a small loss of 
performance. An example result is shown in Figure 4. 

 
Figure 4. Normalised Gabor representation of a hydrophone signal, a section of which was shown in 
Figure 3. The detection threshold was set equal to 15 units (normalised amplitude, shown in grey 
scale). The diamonds mark events above the detection threshold, which are flagged for subsequent 
testing to determine whether they are bubble signatures. 

 
 It should be emphasised that no filter is applied to the presentation of the data. A detection threshold is 

applied, however, to identify the peaks which are candidates, subject to further checks, for identification as 



G. T. Yim et al.  Student paper Estimation of time, location and natural frequency of bubbles in surf zone 

 254 

bubble signatures. A frequency dependent detection threshold, T(k), is used to account for the coloration of the 
ambient noise field.  This threshold is computed using: 

( ) ( ){ }2, knGmedianCkT =  (2) 

where G(n,k) is the Gabor transform and median{•} denotes the operation of taking the median of the data 
(over the time variable n) and C is a user defined constant.  The use of the median allows one to estimate the 
background noise spectrum even in the presence of transient signals [20].  The selection of the parameter C allows 
one to reduce the number of false alarms at the expense of reduced sensitivity. In practice this threshold is set at a 
relatively large level so that the system is not overwhelmed with spurious detections.  This frequency dependent 
threshold can be alternatively implemented using a fixed threshold and the following normalised distribution, 
( )knG ,~  defined as: 
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Figure 4 shows the normalised Gabor transform for a real data set, plotted as a grey scale image (using the 
conventional of large values being represented by dark shades of grey). As we have seen each signature can give 
rise to several large coefficients in the Gabor transform (and in the spectrogram).  These coefficients are clustered 
close to the maximum.  In order to avoid one signature giving rise to several detections, a small region around 
each peak is declared as void and no other detections in this region are counted (6dB points: 18 ms, 180 Hz).  If 
these detections occur in sufficient of the channels, at similar times and frequencies, then a bubble signature is 
said to have been isolated. 

 
2.2.2 Estimation of Relative Delays 
The time-frequency representations are computed every L samples, where L is the window size and is typically of 
the order of 100.  This loss in temporal resolution means that the time-frequency plots cannot be used to estimate 
the delays between hydrophone signals. For example, the finite time increments of the Gabor transform would 
allow the acoustic path length to be resolved to no better than 12 m in any single hydrophone trace. Therefore the 
procedure used here is to take the original time series in vicinity of each peak, for each channel.  One channel is 
selected as the reference channel and the relative delay for all the other channels are computed use cross-
correlation.  The cross-correlation is not affected by overlapping signatures, assuming that the bandwidths of the 
two signatures do not overlap.   

The use of cross-correlation for delay estimation is nearly optimal for uncorrelated noise environments and 
optimal schemes can be implemented under these assumptions [21].  We chose to incur, at worst, a small 
reduction in performance in favour of the simplicity of a cross-correlation scheme.  Additionally one cannot 
easily implement optimal schemes in spatially correlated noise, such as that encountered in the ocean, unless the 
character of the noise can be estimated separately. 
 
2.2.3 Source Localisation 
Once all the relative delays between sensors have been estimated, the task remains of converting these delays into 
a source position, within the 3-D space surrounding the array.  Note that in our experimental configuration four 
sensors were available, from which six unique relative delays can be computed. Seven hydrophones, including the 
out-of-plane hydrophone, were damaged by the extreme conditions encountered on site (with sustained 
windspeeds of in excess of 50 mph) [17]. The only four functioning sensors for the ambient noise tests lay within 
a plane. This led to an inherent positioning ambiguity, such that it is impossible to determine which side of the 
plane a source was located. 

This source localisation assumes a homogeneous medium, such that the acoustic rays travel in straight lines 
and so the delay between the mth and nth sensor, τm,n, is given by: 

nmnm dc ,, =τ  (3) 

where dm,n is the path difference between the two sensors and c is the speed of propagation (assumed to be 
constant). The source location is based on a least squares optimisation, specifically the following cost function is 
minimised: 
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where dm,n is the theoretical path difference based on an source position vector r=(x,y,z), whilst nmd ,
ˆ  are the path 
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differences measured from the data.  It can readily be shown that the function Ψ is a non-linear function data that 
cannot be analytically minimised.  This error surface may contain local minima.  The approach adopted here to 
the minimisation of Ψ is a two-stage strategy where initially a relatively coarse grid of candidate positions, r, are 
considered.  The point on this grid that minimises the cost function is taken as the starting position for a Nelder-
Meade optimisation scheme [22]. 

3. Results 
The methods described in Section 2 where applied to data gathered from the Hurst Spit 2000 experiment. Figure 5 
shows all for the bubbles emitting within a cube of seawater 20 cm on a side, as determined from a 1 s record of 
the four hydrophones. The frequency band considered was limited to 0.5-8kHz (though surprisingly all the 
bubbles detected were in the band 1.5-2.3 kHz).  At the location of the sound source, a symbol is placed which 
indicates the frequency band in which it emits (animations are available which, at the time each source begins to 
emit, both plots its location and plays the commensurate natural frequency).  

 
Figure 5. The locations and natural frequencies of the bubbles which, during a particular second of data, emit 
‘signatures’ within a cube of seawater which measures 20 cm on a side. One face of this cube contains a 
hydrophone from the horizontal array, as marked by the dark circle. The grey line running through hydrophone 2 
marks the horizontal, and passes through the hydrophones in the horizontal array (see Figure 1). It points out to 
sea at its left extremity (where it intersects the vertical axis), and points towards shore at it right extremity. As the 
intersection shows, the base of the cube is 2.5 cm below the level of the hydrophone. The points show the locations 
of ‘ringing’ bubbles, with the symbol indicating the natural frequency: circles=1.5-1.7 kHz; diamonds=1.7-1.9 
kHz; triangles=1.9-2.1 kHz; crosses=2.1-2.3 kHz. 

 

4. Conclusions 
From Figure 5 it is possible to make certain observations about the natural frequencies and locations of the 
entrained bubbles (the accompanying animation also indicates the timing of their emissions). Objective (iii) from 
section 3 of Leighton et al. [17] has been accomplished. For the example shown in Figure 5, despite the frequency 
band of 0.5-8 kHz made available to the search, the bubbles all have natural frequencies in a narrow band, 1.5-2.3 
kHz. Furthermore, the bulk of the 8 litre volume investigates is empty of ‘ringing’ bubbles (though presumably 
contains many silent ones): the emitting bubbles all occur in a tight cluster, suggesting a localised entrainment for 
fragmentation event. It should be remembered that this paper represents the first stages in a fuller study of 
entrainment emissions [17], and hence it is wise to treat these findings as preliminary results. The limitations 
should be borne in mind. Some, such as the left-right ambiguity, are not fundamental but simply accidents of the 
field trial, which with luck should not trouble future work. Others are more fundamental. These include as the fact 
that any source of an exponentially decaying sinusoid (e.g. the possible impact of gravel against the scaffolding of 
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the rig) will also be identified as bubbles, unless the ability to localise the source of the emission is used to 
eliminate such features from the findings. The ability to precisely locate the source will also allow identification 
of the extent to which a rig will itself entrain bubbles. 
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