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ABSTRACT

Vibration isolation is a widespread problem in the systems where it is desired to protect
sensitive substructures. This is the case of satellites during their ascent into orbit. In this
respect, vibration isolation of launch dynamics loads is a key challenge for the next gener-
ation of launchers. Among passive, active, hybrid passive-active and semi-active isolation
systems, a semi-active damping solution is very attractive because of the industrial con-
straints inherent in the launcher environment. A particular controllable damping device,
the so-called magneto-rheological damper, has several advantages for semi-active isola-
tion. This document reports a preliminary study of semi-active isolation using magneto-
rheological dampers. In the single degree of freedom configuration, semi-active damping
is shown to offer interesting isolation performance, particularly for narrowband vibration,
but also for broadband disturbances. For this last type of excitation, which is typical of
the launch environment, an appropriate semi-active control strategy is implemented and
it is shown, both by simulations and by experimental measurements, that the isolation
performance is significantly better with a semi-active controlled damper than with any
passive damper. This improvement of performance fully justifies the implementation of a
semi-active isolation system in a single degree of freedom configuration.



INTRODUCTION

The launch is one of the most severe environments that a spacecraft is subjected to during
its lifetime. Large dynamic loads imply stringent design requirements on the spacecraft
and the launch environment accounts for much of the expense of designing, qualifying and
testing satellite components. Reduction of launch loads would reduce qualifying costs and
durations, allow more sensitive equipment to be included in missions and reduce risks of
equipment failure. In this context, whole-spacecraft vibration isolation of axial and lateral
loads in the frequency range of 5-100 Hz using smart materials is studied. The case study
is ARIANE 5 and the excitations taken into account are lift-off (random broadband),

booster pressure oscillations (periodic) and shocks (transient).

There are three types of potential approaches to vibration isolation: passive, active and
semi-active. Passive isolators featuring viscoelastic materials provide design simplicity
and cost-effectiveness. However, passive sysiems are faced to two main conflicts in the
choice of stiffness and damping. The stiffness conflict is the following: a soft mount is
desired for a good vibration isolation but leads to high quasi-static deflections. As regards
the damping conflict, low damping is suitable for a good high frequency vibration iso-
lation but leads to high resonances of the suspension modes. On the other hand, active
isolation systems are not faced to these trade-offs. Active isolators featuring electromag-
netic, hydraulic or piezoceramic actuators may provide high control performance over a
wide frequency range. However, active isolators require high power sources and all actu-
ators are not suitable to the launch case due to the required strokes or forces. Recently, in
order to overcome the disadvantages of active isolators, semi-active isolators have been
introduced, which adapt the passive properties of the mount, usually the damping, with a
control system. Among them, we focus on magnetorheological (MR) fluid-based semi-
active isolators. MR fluids are suspensions of micron-sized, ferro-magnetic particles in an
appropriate carrier liquid such as silicon oil. Their essential characteristic is their ability
to reversibly change from free flowing, linear viscous liquids to semi-solids having a con-
trollable yield stress in milliseconds when exposed to a magnetic field. When this fluid is

used in a damper, this change is manifested by a very large change in the resisting force
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of the damper.

The specifications of EADS-ST ! is the reduction of 12 dB of payload vibration levels
in 5-100 Hz frequency range. To attain such a goal, a soft Payload Attach Fitting (PAF),
composed of a set of springs in parallel with MR dampers, is investigated. The main
anticipated interest of semi-active control using MR dampers, besides intrinsic stability,
.simplicity and low cost, is to minimise low frequency vibration due to potential reso-
nance of the suspension modes, inherent to passive systems, while adequately attenuating

excitations at higher frequencies.

In an exploratory phase, a single degree of freedom isolator using MR dampers has been
studied both numerically and experimentally. This report is mainly dedicated to the key

issues of this problem.

First, a review of isolation is presented, introducing the concept of semi-active control
using MR dampers. Then, in order to make realistic simulations of control, a model of
the non-linear behaviour of a commercial MR damper is proposed. In the third part, a
theoretical and simulation study of single axis semi-active isolation is carried out. The
assumptions made in this work and the performance criteria used to evaluate various con-
trol implementations are discussed. Different types of semi-active control laws are tested.
Simulation results show promising performance of some control laws, for tonal distur-
bances as well as certain types of broadband disturbances. The simulation results are
finally confirmed by some experimental results in the fourth part. This report ends with

some preliminary results on a single axis multiple degrees of freedom configuration.

'European Air Defense and Strategy - Space Transportation
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CHAPTER1 REVIEW OF ISOLATION

This sections contains brief reviews of approaches to vibration isolation and the use of

Magneto-Rheological (MR) fluids in dampers.

1.1 Classes of isolation systems
1.1.1 Passive isolation

Passive control systems aim to reduce the response in some sensitive region by changing
damping, stiffness, mass, or more generally modal properties. However, passive control
systems are limited in that they are designed and implemented for certain operating condi-
tions, and hence they can not adapt to some changes of external loading conditions. Here,

we are concerned with vibration isolation systems.

In figure 1.1, a single dof passive isolator is shown. The transmissibility transfer function
between payload and base displacements, payload and base velocities, or payload and

base accelerations is given by

base

Figure 1.1: Passive single dof isolator.
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where s is the Laplace variable, w, = +/k/m is the natural frequency and £ = 52—

is the passive damping ratio. m is the payload mass, k and c are respectively stiffness

and damping of the isolation mount. z, and z; are payload and base displacements. The
transmissibility modulus and phase for various damping ratios are shown as functions of

the frequency ratio :’—n in figure 1.2.

From equation 1.1, it can be noticed that for 2~ >> 1,the decay rate of the modulus of
the transmibility is -20dB/dec (except for { = 0 where it is -40 dB/dec). Notice that at
low passive damping ratios, the modulus of the transmissibility has a resonance around
w = w,,, which can be large and detrimental to the payload if the base excitation spectrum
contains some energy around w,. However the advantage of a low damping ratio is that
the transmissibility at frequencies above the comer frequency’' is quite low. The opposite
is true for relatively high damping ratios. Figure 1.2 demonstrates the inherent trade-off

of passive isolation systems. If we choose a low damping ratio, we gain superior high

lthe corner frequency w, is the non-zero frequency such that |H,| = 1, whatever the damping ratio.

Thus, w, = %‘?
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Figure 1.3: Single dof soft active isolator.

frequency isolation but poor resonant frequency control. However, as we increase the

damping ratio, we begin to trade off the high frequency isolation for resonance control.

1.1.2  Active isolation

To avoid such a trade-off, we can resort to the use of actuators instead of passive elements.
Such a configuration is called active isolation. Contrary to a passive system, an active
isolator has the capability to introduce some energy into the structure it is required to
isolate. To illustrate active isolation, the well-known control algorithm called “Skyhook
Damper Control” (SDC) is discussed. As illustrated in figure 1.3, this control consists of
a spring k acting in parallel with a force actuator generating a control force I, applied to

the structure in order to reduce its vibration.

The SDC isolator is based on absolute payload velocity feedback?. Indeed, the force F, is
directly proportional to the velocity of the payload. In figure figure 1.4(a), this velocity is
estimated by integrating the acceleration sz, using an integral controller —Cqpy /5. The

control force becomes

Fy=—Cays5zp (1.2)

The equivalent representation (figure 1.4(b)) is obvious: the actuator generates a force

Zthe controller based on absolute payload displacement is skyhook spring control
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Figure 1.4: (a) Soft isolator with velocity feedback. (b)Equivalent skyhook damper.

equivalent to a damper that is connected to a fixed inertial reference represented as “the
sky”.

The transmissibility of this configuration is

&y 1

2 = - (1.3)
B 1+ 2=+ 2

a =

where, in this case, £qy = 5oL is the skyhook damping ratio.

If Csry is chosen in such a way that the system is critically damped (£y = 1), we achieve
a low-pass filter without overshoot at corner frequency and with a -40dB/dec roll-off
as illustrated in figure 1.5. This removes the trade-off of passive isolators. Relating
these considerations to the specifications of isolation in a launcher, the modulus of the
tranmissibility is -12 dB at 1.73w,. To provide isolation from 5 Hz upwards, such an

isolator should have a natural frequency of at most 2.9 Hz.

The root locus of the closed-loop poles as the gain c,x, of the controller increases is shown
in figure 1.6, for an isolation frequency of 3 Hz. The open-loop poles are the crosses
{complex conjugate poles)located on the imaginary axis. They correspond to the mode of
the isolator without damping. The 2 closed-loop poles for a gain such that Eshy = 1 are
the crosses on the real axis. These real poles are identical. Continuing increasing the gain

of the feedback loop would lead to 2 real poles, one going to zero, the other one going to

6
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—oc. In such a case, the isolation performance is increased around the natural frequency
of isolation, but to the detriment of the time response. A far way pole along the real axis
leads to long response time, which can be detrimental in position control, which is the

primary goal of satellite launch, since the satellite is put into orbit.

An important limitation to the skyhook coﬁtrol approach can be due to the passive re-
sponse of the isolator. If we include some damping by adding a dashpot in parallel with

the spring 3, the transmissibility becomes
pring

7 14 28,2
pa = ?_p = gpwn Z - (L4)
Ly 1+2(§P+£sky)%+ffg

If &, is small compared to £y = 1, the detrimental effect of added damping becomes
visible for high frequencies, as can be seen in figure 1.7. Indeed, at ‘ow frequency, the
transmisibility of the combined active/passive systems tends o the purzly active controller

whereas at high frequency, it tends to the transmissibility of the purely passive isolator.

3typical of residual damping of the actuation system and the spring
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Figure 1.8: Semi-active isolator with a MR damper.

There are numerous studies of the effectiveness of SDC along with other optimal control
techniques. Most of these studies indicate that in general SDC is the optimal control

policy in terms of its ability to isolate the suspended mass from base excitations [1].

1.1.3 Semi-active isolation

The active isolation system emulating the skyhook damper is very efficient. However,
the resulting system requires a significant amount of power, as does many active control
systems sofar. Another way of achieving similar performance is to implement a semi-

active isolation system.

The semi-active skyhook damper isolator, based on a damping control strategy, is com-
posed of a spring in paralle] with an ajustable damper®, as shown in figure 1.8. Control-
lable dampers allow for the damping coefficient to be varied between high and low levels
of damping. Early semi-active dampers were mechanically adjustable by opening or clos-
ing a bypass valve of an hydraulic cylinder. The only power required for the damper
is the relatively small power to actuate the valve. For this research, we use a Magneto-
Rheological Damper (MRD) for which the damping is varied by changing the magnetic
field applied to the magnetorheological fluid. The concept of the MR damper is explained
in 1.2.

In active control, the actuator is capable of either supplying or absorbing energy, whereas a

semi-active damper is only able to dissipate energy. As a consequence, it can not produce

4there exists as well controllabie stiffness systems, but they are not as mature as controllable dampers at
the moment



a force such as that in equation 1.2, If F,, is the force produced by the semi-active damper,

it can be written as
F, = —c. (#p — &) (1.5)

where c, is the controllable damping. The power associated with F is only dissipative,

that is

— Fy (i — 3) 2 0 (1.6)

An active controller sometimes demands a control force that is dissipative. Under these
circumstances, a semi-active damper is able to provide this force. To illustrate this point,
we take the case of the skyhook control strategy. A semi-active damper controlled to

emulate this control is called a “semi-active skyhook damper”.

The desired force to reproduce the SDC force is —caydp, a5 given by equation 1.6. A
semi-active damper can provide such a force if and only if &, - (&, — 25) = 0°. If this con-
dition is not satisfied, the power associated with the desired force is no longer dissipative
and it is not possible to produce such a force. Thus the well-known semi-active skyhook

strategy can be written as

—Cskyi'p lfﬁp . (:iip - .’i’b) Z 0
F. = (1.7)
0 if &, - (&, — &p) < 0

In term of the damping constant of the semi-active damper, equation 1.7 can be rewritten

as

Comrty i, (Ep— ) 20
Ce = (1.8)

0 if 4, - (& — £5) < 0

Sindeed, the associated power is P = 1/2F, (&, — &) = —1/2Cekytp (Ep — Tb)

10
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alent semi-active skyhook.

and in term of the damping ratio £, = 5=~ of the semi-active damper

Eomysty Ty (B — ) 20

0 if &, - (Ep — ) < 0

To illustrate the performance of semi-active isolation, figure 1.9 compares displacement
transmissibilities provided by a purely active skyhook control and its semi-active equiva-
lent, apart from any consideration of hardware limitations of the damper, such as its time

delays and its limited force range (this point is discussed in section 3.3).

We can observe that in theory, the performance with respect to displacement transmissi-
bility is very similar, even though the semi-active system demands far less energy than

active control. However, in practice, hardware limitations result in detrimental effects on

performance, as shown in section 3.3.

The concept of semi-active control described above can be generalised to any type of

active control law. The general method to emulate an active control law is developed in

section 3.2.
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1.2 Magneto-Rheological Damper (MRD)

MR fluids are suspensions of micron-sized, ferro-magnetic particles in an appropriate
carrier liquid such as silicon oil. Their essential characteristic is their ability to reversibly
change from free flowing, linear viscous liquids to semi-solids having a controllable yield
stress in milliseconds when exposed to a magnetic field. When this fluid is used in a
damper, this change is manifested by a very large change in the resisting force of the
damper. This makes them excellent contenders for semi-active devices. However, as they
are designed to operate in the “post-yield” region, when the stress exceeds some control-
iable threshold, this makes them inappropriate for vibrations of small enough amplitude.
In the launcher isolation case, however, a preliminary study of excitations showed that

displacement amplitudes are of the order of millimeters, which makes MR fluids an ap-

pro;)riate technology.

1.2.1 Principle of action

Figure 1.10: Chain-like structure formation under the applied magnetic field.

MR fluids are composed of a carrier fluid and magnetizable particles. When a magnetic
field is applied, the particles create columnar structures parallel to the applied field (see
figure 1.10). These chain-like structures restrict the flow of the fluid, requiring a minimum
shear stress to initiate the flow. This phenomenon is reversible, very fast and consumes
very little energy. When no field is applied, the rheological behaviour of the fluid is nearly

Newtonian.

To date, several MR fluid devices have been developed for commercial use by the LORD

Corporation { [2]; [3]). Linear MR fluid dampers have been designed for use as secondary

12
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Figure 1.11: Small-scale RD-1005-3 MR fluid damper, by Lord Corporation.

suspension elements in vehicles. The MR damper used in this study is shown in figure
1.11. In such a geometry, the fluid operates in valve mode, i.e. the boundary conditions

imposed by the parallel surfaces around the fluid are identical (figure 1.12).

Figure 1.12: Valve mode of flow

1.2.2 Modeling approaches

The quasi-steady behaviour of MR fluids is often represented as a Bingham visco-plastic
model ( [4], [5], [6]) with a variable yield strength 7, depending on the applied field #
(figure 1.13).

The flow is governed by the equation

o (Hymr 7> () (1.10)

13
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Figure 1.13: Bingham model

where 7 is the shear stress, 7, the yield stress, -y the shear strain and 7 the post-yield
viscosity. Below the yield stress, (at strains of order 1073), the fluid behaves visco-
elastically [7]. In complex notation, for time harmonic sollicitations, this visco-elastic

behaviour is described by
r={G+jG"yy , T<7,(H) (1.11)

where (& is the shear storage modulus and G” the shear loss modulus.

Equation 1.10 is valid for high shear sirain rates. For a better fitting over a wider range
of strain rates, there exist other rheological models such as Herschell-Bulkley ( [8], [9]),
biviscous( [10], [11]) and medified Bingham ( {12]). Those studies solve the quasi-steady

flow in valve mode (figure 1.12).

Solving the equations of flow inside the valve enables one to find a constitutive relation-
ship between the damper force and piston velocity. However this relationship is valid only
for a quasi-steady state motion. In practical applications of vibration control, excitations

may include some moderate or high frequencies and the motion may not be steady-state.

In this context, there is no existing predictive model. To predict correctly the dynamic be-
haviour of a MR damper, the pre-yield behaviour of MR fluids (equation 1.11) should be
taken into account in the description of the flow. There exist some theories of visco-¢lastic
flows such as those of polymers or paste flows. Such fluids exhibit a Kelvin-Voigt-like
visco-elastic behaviour. These theories use the concept of objective derivatives. For in-
stance, [13] proposes a model that describes a large-amplitude oscillatory shearing flow of
a wheat-flour dough, which exhibits a soft solid-like viscoelastic behaviour. Selving the

flow of an elasto-visco-plastic controllable fluid would be an interesting research topic,

14



unexplored at the moment, to the knowledge of the author. There is a clear lack of predic-
tive models for MR devices. Nevertheless, non-predictive models based on experimental
characterization have been proposed extensively. A review of some of these models is

given in the chapter 2. Basically, three classes of models exist:

s parametric: use of lumped parameters such as Coulomb friction elements, springs,

dashpots, masses;

e non-parametric: use of shape functions such as hyperbolic tangent, bilinear (bivis-

cous);

e hybrid models involving both parametric/non-parametric components. These mod-

els are generally referred as non-parametric models as well.

The following chapter decribes a model developed for use in the simulation of semi-
active control. This model is a hybrid parametric/non-parametric model based on the

work of [14].

1.3 Summary

Passive isolation systems have been used for a long time because of their simplicity, but

have two major inherent drawbacks:

e the stiffness conflict: trade-off between high attenuation of high frequencies and

limitation of quasi-static deflections;

o the damping conflict: trade-off between high attenuation of high frequencies and

control of suspension resonance.

Although an active vibration control system is not subject to these trade-offs and has better
performance than the best possible passive systems, they are generally more costly, more

complex, might be unstable and therefore are often less reliable than passive systems.

An alternative to those concepts of vibration isolation is offered by semi-active systems,
among which those using controllable damping devices. In purpose of payload isola-

tion during launch, a semi-active isolation system using Magneto-Rheological dampers is
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proposed. These devices offer a continuously variable damping, while having a simple
geometry (no movable parts). However, their behaviour is highly non-linear and is diffi-
cult to characterize over a wide range of operating conditions (displacement amplitude,

frequency, current). Such a characterization is the subject of the following chapter.

For narrowband disturbances, semi-active damping is known not to be subject to the
damping conflict, provided the implementation of an appropriate controller. For broad-
band disturbances, the performance of such systems is more arguable and there is no clear
consensus on this point, which is discussed in this report. On the other hand, semi-active
damping is subject to the stiffness conflict. To respond to the specifications of launch vi-
bration isolation, a soft isolator is required. Thus, the question, not treated in this report,
is whether the available clearance space between the payload and the launcher structure
is sufficient. The natural frequency of the isolator should be as low as possible, taking
into account this clearance limitation. With the current knowledge we have on this point,

suspension frequencies of 2 Hz to 8 Hz are envisaged.
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CHAPTER 2 MAGNETO-RHEOLOGICAL DAMPER MODEL

2.1 Review of models

As already seen, the Bingham constitutive equation (see section 1.2.2), which excludes
preyield deformation, provides a convenient tool for estimating the relationship between
the force capacity of the Magneto-Rheological Damper (MRD), the piston velocity and
the current applied to the coil. The Bingham constitutive model does not, however, cap-
ture the dynamic behaviour of the MR fluid and MR damper at low transient strain rates
and low velocity. Dynamic effects, arising from pfeyield visco-elasticity inside the valve
and bulk compressibility of the fluid chambers, are especially important when the damper
velocity changes sign: as seen in figure 2.1, a hysteresis loop due to stiffness effects is
present at low velocities and is not captured by the Bingham model.

Because of the complexity of the micro-structural behaviour of MR fluids, there are no
predictive models of MR dampers. As a consequence, phenomenological descriptions
are adopted. As seen in section 1.2.2, three classes of models exist: parametric, non-

parametric and hybrid parametric/non-parametric models.

Parametric models have been widely used. These models are expansions of the Bingham
plastic model [15) and one-dimensional mechanical analogues for visco-clasticity, yield-
ing and viscosity: [16], [17], [18] and [19]. The mechanical analogues for the preyield
behaviour ! of the device should be motivated by an analogy with the preyield behaviour
of the fluid itself. By carrying out some viscometric measurements on the MR fluid at
very low strains and various frequencies (oscillatory shear between two plates), it is pos-
sible to extract a linear behaviour that can be modelled by a mechanical analog. Recently,
it was claimed in [20] that fluid-like models (such as the Maxwell model) for the preyield
regime were not physical. Indeed, it is well-known that MR fluids exhibit a Kelvin-Voigt-
like linear viscoelastic behaviour at very low strain (under 0.005) ( [7], [21]). That is why

fluid-like preyield models are not robust in the frequency domain that is to say that the

'Note that the concept of preyield is originally defined from a continuum mechanics point of view for
the fluid. The expression has been extended to the scale of the damper because the damper exhibits a
visco-plastic behaviour similar 1o the fiuid.
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Figure 2.1: Typical behaviour of a MRD in the velocity-force plan: (-) experimental
(damper: RD-1005-3, Lord Corp., frequency: 10 Hz, current: 0.9 amp), (..) Bingham
model.

elements should be frequency-dependent, which is really inconvenient for simulations.

However, the authors of [20] haven’t proposed an alternative model, with a solid-like

preyield model. Thus, the models encountered in the literature are fluid-like preyield

types.

There are very few purely non-parametric models. We can cite [5], which has proposed
a hysteretic biviscous function, a conditional bilinear function. Often, the use of alge-
braic functions is mixed with a parametric model, to produce a hybrid parametric/non-
parametric model. Actually, this type of model is commonly referred as non-parametric,

and we can thus distinguish two classes of models: parametric and non-parametric.

A very famous hybrid model is the Bouc-Wen model proposed in [22], and the many
variations of this model. It utilizes the Bouc-Wen equation for the yielding component
and linear elastic, or viscous elements for the hysteretic effects. These models reproduce
quite well the behaviour of ER/MR devices, but, however, suffer from a lack of physical
meaning and are sometimes quite complicated. The increase in complexity of the model
may make it hard to identify relationships between the parameters and the control signal

(coil current for the MRD) and difficult to use in control simulations.
In hybrid models (that we henceforth also describe as non-parametric models), shape
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Figure 2.2: Mechanical analogues.

functions are used to capture the yielding process. These shape functions are more elabo-
rate than the classical Bingham model. Shape functions are also referred as quasi-steady
functions [14]. On the other hand, the use of lumped parameters in hybrid models is mo-
tivated by the hysteretic effect. A simple elastic element in series with the quasi-steady
function can capture the hysteretic behaviour well, but sometimes more complicated me-
chanical analogues are used to offer better frequency robustness. Recently, Sims [14] has
proposed a model that incorporates a series combination of a spring, a mass, and a non-
linear biviscous element as a shape function. The mechanical analog is shown in 2.2(a).
Though simple, this model offers quite a good reproduction of the MRD behaviour. In
this model, the preyield analog is equivalent to a Maxwell fluid model (a spring and a
dashpot in series, the dashpot represented the preyield part of the biviscous element).
Gavin [23] developed a similar model, shown in 2.2(b). This model uses a hyperbolic
tangent function for the quasi-steady state behaviour in series with a Kelvin-Voigt ana-
logue. This model is equivalent in the preyield regime to a three-parameter fluid model.

In accordance with figure 2.2(b), the algebraic function proposed in [23] is defined as

Fold@o, H) = fu(H)tanh ( Zo ) 2.1)

Uref

where f, is the yield force depending on the control signal H. This function is a smooth
variation of 2 Coulomb friction model and the smoothness is adjusted by vref, @ param-
eter analogous to a velocity. Putting the damping element cg in parallel with the shape

function, we recognize a variation on the Bingham model.

Actually, the models presented in figure 2.2 are very similar. In 2.2(b), ko and ¢; are
added, whereas the second mass mg = 0. Apart from these differences, Gavin's model
proposes a quasi-steady function close to the biviscous function, but smoother at the
preyield-postyield transition. These two functions are shown in figure 2.3 and compared

to the classical Bingham model.
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2.2 =~ Theory
2.2.1 Model format

The proposed model borrows theory from those of Sims [14] and Gavin [23] (see figure
2.2). Modelling the behaviour of MRD is a trade-off between precision and complexity.
The model in [14] has the advantage of simplicity, and thus can be easily implemented.
Moreover, [14] provides a standard identification procedure that can be automatized eas-
ily. On the other hand, the model in [23] is too complicated, but this model offers probably
a better robustness with frequency because of the presence of a damping term ¢; and a
better representation of the transition between preyield and postyield regimes because of
a smooth quasi-steady function. However, there is a parameter that appears useless: k.
Indeed this stiffness acts especially in the post-yield region (it enlarges the hysteresis loop
in the postyield region, which is actually nearly flat), whereas &, and ¢, determine the size

of the preyield hysteresis loop.

From the literature review, the chosen mechanical analogue for this study is shown in
figure 2.4(a). It is very similar to the modet in [23] (figure 2.2(b)). However, the method
of identification is borrowed from [14]. With the model presented in figure 2.4(a), this
identification procedure is impossible to carry out due to the presence of cpre. As a con-
sequence, as a first step the procedure is done with the mechanical analogue shown in
figure 2.4(b). This mechanical analogue is very similar to figure 2.2(a), but doesn’t have

the second mass element . (which is assumed to represent the piston mass, which has
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Figure 2.4: Mechanical analogs of the proposed model.

no effect on the behaviour). The preyield damping c,. is added only at the end of the

procedure, in order to offer a better frequency robustness.

Thus, the corresponding equations of the lumped-parameter model shown in figure 2.4(b)

are

kpre (2 — 1) — x (1,1} = M1y

Fy—kpre(zg — 1) =0

(2.2)

where the quasi-steady valve flow is represented by the nonlinear function x, which is a
function of the quasi-steady velocity & and the control current i, in the coil of the damper.
In this study we use a hyperbolic tangent function for x instead of the biviscous function
used in [14]. This function is smoother in the transition between preyield and postyield,

as seen in figure 2.3 and expanded upon in the following section.

2.2.2 Identification procedure
2.2.2.1 Identification of stiffness

According to equations 2.2, the two parameters k.. and m; and the function x are to be
identified. The laboratory tests are carried out by imposing the base displacement of the
damper, i.e. 9, and measuring the corresponding force F;. The quasi-steady velocity 1,
which is a fictious velocity proportional to the flow velocity inside the valve, is unknown.
The aim of the identification procedure is then to estimate the parameters of the model so

as to fit these measurements.

It is apparent from equations 2.2 that given an estimate value fcpq.e of the stiffness &y, an
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estimate #; of the coordinate z; can be determined by

B = 23 — 2 23)

Fpre

Moreover, during identification, m; is neglected (introducing 7, is especially useful to
decrease the stiffness of the equations and thus improve the convergence of numerical
simulations described in section 2.2.3). This enables ones to find that, according to equa-

tion 2.2

~

X (iluic) = fipre (’.L‘z - 531) =Fy (24)

In [14], the estimation of fcwe is done graphically by an iterative procedure. Indeed, by
definition, the quasi-steady behaviour defined by the function y is non-hysteretic. As said
in [14] “by making iterative guesses at the stiffness k, and plotting the resulting estimate
of the quasi-steady behaviour, the optimal value of £ can be chosen which minimizes the
hysteresis in the quasi-steady behaviour”. By plotting the graph of F, () for different
values of fcp,.e, an optimal value of IAcpre can be identified. This process is illustrated in fig-
ure 2.5. Here, this process has been automated by noting that the hysteresis is minimised
when fcme reaches such a value that F; = 0 when ¢, = 0. To quickly reach an acceptable
value of fcp,e, an iterative procedure with an initial estimate of fcp,.e is used. If the value of
fcmg is larger than the optimal value of k. (the case in figure 2.5(b)), then the estimate
of f“pre is reduced. If this value is too small (the case in figure 2.5(c)), then the estimate is
increased. Usually, the final value is reached after about ten iterations. This automation is
useful when it comes to identify the parameters for many experimental conditions, as is
the case in the present study. Note that we use only the decelerating part of the signal (see
figure 2.5(a)) to determine k. and the quasi-steady curve in order not to be disturbed by

inertia effects 2.

2ZAt high velocities and positive accelerations, force overshoots and secondary loops can occur. Note
that the hysteretic curve progresses counter-clockwise with time.
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Figure 2.5: Iterative procedure of determination of k,.. after n iterations (1.5 mm, 15
Hz, 0.4 amp): (a)original signal (-) and decelerating part of the signal (o) (b) n=4,
kp,.e = 15.8¢6Nm™!  (¢) n=7, kpre = 6.1e6Nm™'  (d)final iteration n=12, kpre =
7.5e6 Nm™1; quasi-steady function.
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2.2.2.2 Identification of the quasi-steady function

As seen in the previous section, an optimal value of k. results in a quasi-steady curve,
as shown in figure 2.5(d). The second step is to identify a function that fits this F; — 9,
curve. In [14], a biviscous function was used. The biviscous function is a 3-parameter
function, which is non-differentiable at the passage from preyield to postyield. Here, we
use the hyperbolic tangent function. It has the advantage of offering a smoother transition
between preyield and postyield while also using only 3 parameters. Our quasi-steady

function is defined by
x (1) = Fytanh (ov1) + cposttn (2.5)

where F), is the yield force, o is a parameter with dimension equal to velocity ™! and cppst
is the post-yield damping coefficient. The curve fitting is performed using a non-linear
least-square method (“Isqcurvefit” in Matlab). Both biviscous and hyperbolic tangent
functions fitted to the experimental quasi-steady curve are shown in figure 2.6. We see
that the hyperbolic tangent function gives a better fit than the biviscous function, espe-
cially in the preyield-postyield transition. Note that the transition is smooth for small
displacements. In our study the displacement amplitudes are smaller than most of the
studies in the literature. F), and cpos are similar to the parameters used in [14] and there
is a clear relationship between the preyield damping coefficient (Y, defined in [14] and

the parameters defined in equation 2.5, i.e.

dx
(a—vl-)mzu B Cpre = Fya + Cpost (26)

2,2.3 Simulation procedure

Once all the parameters of the mode! are identified, it is possible to calculate the damper
force, given the displacement of the piston z,. The equations 2.2 were implemented in
Simulink, and solved numerically either using a Runge-Kutta 4 (in matlab the function
“ode45”) method or using a modified Rosenbrock formutla of order 2 (in matlab the func-
tion “ode23s”). This latter method converges faster because it is suitable for stiff equa-

tions, which is the case in this study, especially when the preyield postyield transition is
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Figure 2.6: Quasi-steady damping curves (1.5 mm, 15 Hz, 0.4 amp): (o) experimental
curve, (-)biviscous, (..)hyperbolic tangent. Cpre here is defined according to [14] and is
different from ¢, in this study.

sharp.

To illustrate the quality of the procedure, the case of 1.5Smm displacement amplitude,
15Hz, frequency, and 0.4 amp, current, is treated. The identified parameters are given in

table 2.1.

kpre Fy & Cpost
7449 4kNm-T | 551L.2N | 37.67 | 1.93kNms™!

Table 2.1: Parameter values for the case of 1.5mm displacement amplitude, 15Hz, fre-
quency, and 0.4 amp, current.

The presence of the mass m; in the model is essentially motivated by a practical reason:
it makes the numerical scheme converge faster. Indeed, without any mass, the equations
are very stiff. In [14] it is also claimed that this mass has a physical justification: it would
represent fluid inertia terms that are at the significant when *“force overshoots” might
occur (see figure 2.5(a) at high velocities). Another possible explanation of these force
overshoots could be the existence of the stiction phenomenon, occuring when the MR

chains break. This phenomenon was observed in [7] in viscometric tests on MR fluids.
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Figure 2.7; Experimental (0) and simulation curves (-) for (1.5 mm, 15 Hz, 0.4 amp) test:
(a) displacement-Force diagram. (b) velocity-Force diagram.

Whatever the origin of force overshoots, we choose not to take these effects into account.
An arbitrary mass of 1 kg was set to carry out simulations, The comparison between

experimental and simulation curves are shown in figure 2.7. We can see the agreement

between measurements and simulation is generally good.

2.3 Experimental study

The MR damper that is used in this study is a commercial device from the Lord Corpo-
ration and is the same apparatus as the one characterised in [14]. The model described
and identified in the previous section works particularly well because the values of the
parameters used in simulation are exactly the output values of the identification process’.

However, in most of engineering problems, the disturbance source is non-sinusoidal and

3 Moreover, the presented case has a sinusoidal excitation of good quality. In other cases treated in this
section, harmonics of the excitation frequency appear due to inherent non-linearities of the excitation jack
and perturb the identification procedure.
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is not an explicit function of frequency and displacement amplitude, but of time. So it
is necessary to find parameters that describe behaviour ov«- > whole frequency range

relevant for the application investigated for vibration contro:.

An analysis of the disturbance data of the launcher application ::as shown that the dis-
placements amplitudes are typically in the order of a millimeter. Moreover, as the damper
is aimed at controlling the resonance of a soft isolator mode, the required control band-
width is up to 15 Hz. Above this frequency, the damper works primarily in its passive
mode (no current). Finally, a preliminary experimental study of a simple on-off skyhook
control has indicated that the maximum current is not likely to exceed 1 amp. As a con-
sequence, it has been decided to carry out characterisation with the following sinusoidal

excitations and the following current values:

e displacement amplitude: z2 = 1.5 mm (peak).
¢ excitation frequencies: f = 2 to 15 Hz in steps of 1 Hz.

o current: 4, = [0 25 50 75 100 200 300 400 600 700 800 900] (mA).

A current-dependent model is built. For a fixed cutrent, the identification procedure de-
scribed in section 2.2.2 is performed for the entire frequency range: the values of the
parameters for the whole frequency range are then taken to be the mean values of the

discrete frequency cases.

2.3.1 Identification of stiffness

The idenﬁﬁcation of stiffness is carried out for each case of frequency and current. A
database of k. (f, i.) and quasi-steady curves is obtained. For instance, figure 2.8 shows
the damper force capacity. As the current increases, the force increases. For each current,
a set a 15 quasi-steady curves and stiffness values (see figure 2.9) is obtained. It appears
that k.. is dependent on frequency and current (and probably on displacement as well).
As underlined in [14], the stiffness dependency with current and frequency s the most
critical part of the modelling work. In [14], a constant value of stiffness of 13MN/m is
chosen. In this work, in order to have a frequency-dependent preyield stiffness, it has

been chosen to replace the stiffness by a Kelvin-Voigt model, as shown in figure 2.4(a).
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Figure 2.8: Damper effort range at 9 Hz.
Indeed k. is found to increase generally with frequency, which is the case of the complex
stiffness modulus of a Kelvin-Voigt model which is given by

k* o= kp?'e —+ jwcpre (27)

pre

A constant value of ¢pre = 10kN ms—" was finally chosen empirically (during the model
validation process, see section 2.4). Moreover, to account for current-dependency of the

stiffness, it has been chosen to define a law kp. (ic) defined as

bpre = Qpr + bprtanh (cpric) (2.8)

This function exhibits an increase with current with saturation at high currents. This trend
is observed in figure 2.9, despite the wide scatter values at low currents, which are un-
explained (it might be some uncontrolled experimental conditions such as temperature
increases during loading or the fact that excitation is not purely sinusoidal). The param-
eters are chosen so that the curve circumscribes the lower boundary of the values. This
part of the identification process is quite empirical but gives quite reasonable results in

the end (see section 2.4).
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2.3.2 Identification of the quasi-steady-state model
2.3.2.1 Stiffness and quasi-steady curves

As discussed in section 2.2.2, and recalled below, the quasi-steady function involves three

parameters F,, @ and Cpost.

x (v1) = Eytanh (ov1) + Cposttr (2.9)

Again, these parameters are found to be dependent on both current and frequency. The
identification of preyield stiffness yields a set of 15 quasi-steady curves for each value of
current (one curve per frequency). The results are shown in figure 2.10. The frequency
dependence has a clear effect on : the preyield slope decreases with frequency. This
decrease seems quite physical since at high frequency, the flow velocity in the valve in-
creases, then the passage time through the valve decreases, preventing the chains from
completely forming (the chain deformation at low strain is the physical phenomenon that

explains the existence of the preyield stiffness and viscosity). In the high frequency limit,
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Figure 2.10: Quasi-steady curves (velocity-force diagrams). From left to right and top to
bottom: increasing currents. From blue to red: increasing frequency.

the chains do not form at all and the fluid flows easily: the preyield stope, and therefore
o, tends to 0. At the quasi-steady state limit, the passage time of the particles is infinite,
and the chains are completely formed when the MR fluid passes through the valve. Thus

the fluid is “choked” or “blocked” and does not easily flow: o becomes large.

From the results, at'a constant current, it is interesting to note that there would appear
to asymptotes at high values of force/velocity, which might be the same as the quasi-
steady curve that is usually observed in studies, where displacement amplitudes are large
and frequencies very low. We could define a unique curve that fits this asymptote and
which would account for the different excitation frequencies. However, a slightly differ-
ent, but similar approach has been adopted: a non-linear least-squares curve fitting of the
whole velocity-force data, at each value of current, has been performed, for the function
presented in equation 2.5. For a given current, the function is fitted on average, for all

frequency cases. The result of fitting for a current of 0.9 amp is shown in figure 2.11.
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Figure 2.11: Quasi-steady curves at i, = 0.9 amp. (.) experimental, (red lines) curve
fitting.

2.3.2.2 Dependence of the model parameters on current

Finally, the parameters of the quasi-steady damping function are identified and their de-
pendence on current is found. Similarly to [14] and to equation 2.8, a hyperbolic tangent

function is used to model Cpost» 1-€.

Cpost = Bpo -+ Dpotanht (Cpolc) (2.10)

Again a non-linear least-squares fit is performed and the fit is shown in figure 2.12(b).
With regard to F},, according to experimental data shown in figure 2.12(a), it would appear
that the rate of change of F,, with i, is small for low currents, then increases, and finally
gradually decreases at large values of 7.. This seems to be in accordance with some
physical models of MR fluids (see [24]), where the yield stress is found to follow a power
law of the magnetic field (power of 1.5) for small magnetic field, before a saturation
occurs. To fit such a behaviour, a function using a linear combination of two exponential
functions is used. The function is written as

G ) d .
= 14 Y pmiefoy U o—ic/dy 2.
F, ay+by( +dy»~—cye +cy—dye ( II).
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Table 2.2: Values of the coefficients (in SI units) of the current laws.
and the least-squares fit to the data is also shown in figure 2.12(a).

With regard to «, a constant was found chosen, since the data show a erratic behaviour
(sce figure 2.12(c)). Finally, the model coefficients of equations 2.10 and 2.11 were fitted
once again, using the mean value of . Table 2.2 shows final values of the coeflicients

used to model the dependence on current.

As we can see, the fit is quite good for F), but more debatable for s and . However, as
it will be seen in section 2.4, the quality of the model depends much more on the quality

of fit of F,, than of ¢;e.; and c.

To summarize, we have a model of the MR damper that enables one to predict the damper
force as a function of piston displacement and velocity (relative to the damper body dis-
placement and velocity) and of the current in the damper coil. This model is used in
chapter 3 for simulations of semi-active control. For realistic simulations, we first vali-
date our identified model with the current-dependent parameters described in section 2.4
by comparing the model with experimental results. The set of equations used in the model

is summarized below

4 . _ . .

Fy= k;m'e (Ec) (3;2 - 3:1) T Cpre ($2 - $1)
mydy = Kpre (ic) (T2 — 1) + Cpre (&2 — 21) — x (Z1,%c)
X (.’i‘], ’l.(_-) = Fy (’l.c) tanh ((3{3-31) + Cpost (‘Lc) i"l
kpre {1e) = Gpr + byrtanh (cpric
) P (ic) pr pr {cpr ) 2.12)
Cpre = constant

; € —ic d —te

F,(ic) = ay + by (1 + e fov 4 e /dw)

a = constant

{ Cpost (ic) = apo + bpotanh (Cpote)
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2.4 Model validation and discussion

When the model was identified, the damper force was calculated according to the equa-
tions described in the previous section. A Matlab-Simulink model was developed based
on these equations. In this section, results of simulations of the model are compared with

experimentai measurements.

2.4.1 Qualitative comparison of the simulation and the experimental results

To begin with, to illustrate the model, the velocity-force diagrams derived from the exper-
iment and the model are compared. The question is whether the model faithfully repro-
duces the measurements over a wide range of frequencies and currents (these ranges are

the same as in section 2.3). Five criteria enable one to evaluate the quality of the model:

the yield force level;

the width of hysteresis loop;

the preyield slope;

the postyield slope;

the smoothness of preyield/postyield transition.

Obviously the quality of the model depends on the errors and approximation in the differ-
ent fitting procedures shown in figures 2.9 and 2.12 and on the ability of the quasi-steady
function to capture as a whole the behaviour of the curves for different frequency cases
(see figure 2.11). In figure 2.12, the fit seems reasonable for F;, but less good cys: and
. However, it will be seen that the quality of the model depends essentially on the pre-
dictability of F},. As shown in figure 2.13, on the whole a good correlation between the
model and the measurements is observed. We notice however that the results appear bet-
ter for the larger currents, which is only to be expected since the parameters increase with
current, so relative errors decrease. In figure 2.13, the series of velocity-force diagrams
for frequencies from 2 to 15 Hz, for two cases of current are shown: results are shwon for

the worst case (2.13(a), 7. = 0.05 amp) and the best case (2.13(b), i, = 0.9 amp) of all
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Figure 2.13: Comparison between (x) experimental and (-) predicted velocity-force dia-
grams. From left to right and top to bottom: increasing frequency from 2 to 15 Hz by step
of 1 Hz.
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the cases of current. In figure 2.13(a), we can observe some notable differences between

the model and the measurements:

e for the 5 first frequencies, F, is over-estimated;
o for the 8 first frequencies, ¢y, 18 under-estimated,;

o for the 5 last frequencies, the preyield slope is over-estimated.

This last phenomenon is due to the fact that our preyield mechanical analog is fluid-like
(with 3 fluid material parameters) and not solid-like (see the comments in section 2.1).

The same phenomenon is observed in [14].

In figure 2.13(a), a good correlation between model and experiment is observed, espe-
cially for the highest frequencies. For low frequencies, some secondary effects on the
accelerating part of the curve are not captured by the model. It is partly because the
identification of the quasi-steady function is based on the decelerating part (cf figure 2.5).
These effects are unexplained and could be due to the bad quality of the excitation used

in the experiment (the hydraulic jack gave distorted sines at low frequency).

2.4.2 Quantitative comparison of the simulation and the experimental results

In order to quantify the differences between the mode! simulations and the experimental

results, the relative error is defined as

§ = 1009 (o~ Fn)

Joe F2dt

(2.13)

where F,, and F,,, are respectively the predicted and the measured forces, and ¢. is the du-
ration of experimental data acquisition (which generally corresponds to about ten periods
of the excitation signal). This indicates approximately the percentage relative error over

the whole measurement period.

This error is plotted against the current (figure 2.14(a)) and the frequency (figure 2.14(b)).
Generally, the error does not exceed 10 %, except for two cases at 2 Hz. Figure 2.14(b)
shows that the error decreases with frequency. This is in accordance with the observations

of figures 2.13(a) and 2.13(b) (error in the accelerating part of the signal). For high
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Figure 2.14: Relative error between predicted and measured damper force.

frequencies, we see in figure 2.14(a) that the error is generally below 4 % and tends to
decrease with current. Again, this is in accordance with figure 2.13 where the results are

clearly better for 0.9 amp than for 0.05 amp.

2.5 Summary

MR dampers have a strongly non-linear behaviour. Their modeling is necessary for re-
alistic simulations of semi-active control, but this is a hard task. There does not exist
predictive modelling approaches based on constitutive behaviour laws of the MR fluid
(elasto-visco-plastic material), and on the fluid mechanics equations. The current mod-
elling approaches are therefore phenomenological, based on measurements of the charac-

teristics of the damper. The material non-linearities are of three typés:
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o for a given magnetic field, above small strain rates and above a yield stress, the
fluid flows as a visco-plastic material (post-yield region). The most simpie model

to capture this effect is the Bingham meodel.

e for a given magnetic field, for small strains, the fluid has an elastic behaviour (pre-
yield region), because of an elastic deformation of the chains of particles. This
provokes an hysteretic behaviour of the damper. Moreover, the fluid compressibility
(of the carrier liquid) participates to the hysteresis by inducing elasticity of the

damper under small displacement amplitudes.

o the constitutive parameters depends non-linearly on the magnetic field.

As a consequence, the adopted damper model is a non-linear viscous element with three
parameters (using the hyperbolic tangent function), in series with an elastic element
(Kelvin model, two parameters). Moreover, a mass element is used to decrease the nu-

merical stiffness of the model. Three of the six parameters depend on the current.

The identification procedure of the parameters, updated on the measurements, is presented
and the model is finally compared to the experimental measurements for sinusoidal mo-
tions at various frequencies and currents. The characterization has not taken into account
the influence of the displacement amplitude, which plays a fondamental role on the be-
haviour of MR dampers. The characterization performed here is based on the assumption
that the displacement amplitudes are not small, i.e. are at least higher than 0.5 mm. There
is a good correlation (less than 10% error) in the ranges of currents and frequencies that
concern the application of control. The discrepancies between the model and the ex-
periment are mainly due to an overshoot of force when the piston accelerates (stiction
phenomenon) that is not captured by the model. More parameters could be used to ac-
count for this, but the chosen model seems to be a good compromise between simplicity

and accuracy.
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CHAPTER 3 SINGLE AXIS SEMI-ACTIVE ISOLATION

In chapter 1, a brief description of single dof semi-active isolation using the well-known
clipped continuous skyhook damper control strategy was described. In this chapter, a
more detailed discussion is addressed, focusing on two main aspects: the mechanical de-
sign of the isolation mount and the semi-active controller design. Prior to an experimental
investigation that is reported in the next chapter, this study presents some simulations. In
section 3.1, the simulation procedure and the performance criteria used to evaluate various
control implementations are presented. In section 3.3, some considerations on the me-
chanical design of the isolation mount are reported, focusing on the hardware limitations
due the MR damper properties. A study of optimisation is done to minimise the detri-
mental effects of these properties on the isolation performance. Finally, the semi-active
control design is studied, prior to experimental verification. Because skyhook damper
control, though simple, is known to be very efficient in the single dof isolation system,
we focus here on various implementations of this control: explicit clipped continuous
skyhook, explicit clipped on-off skyhook, clipped on-off force feedback control with a
threshold force, and clipped continuous force feedback control. These two last control
strategies, able to emulate any active controller, are of particular interest in more complex
mechanical systems, where skyhook control might not be efficient. These implementa-

tions are presented in section 3.2 and their performance are evaluated in section 3.4.

3.1 Simulation methodology
In this section, we present the simulation methodology as follows:
o the simulation tool; Simulink for simulation in the time domain,

e the simulated system: the semi-active device models used in the isolation system',

e the inputs of the system: the excitation signals,

!the controllers are presented in the next section
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o the outputs of the simulation: the performance criteria.

3.1.1 Simulations in the time domain

Simulation in the time domain is a valuable tool to design a semi-active controlier. In-
deed, as a semi-active isolation system is non-linear, it is not possible to use classical
filter design theory in the frequency domain (analysis of stability using root loci, Nyquist
criteria and so on). A way to proceed to control design is to test empirically different
parameters of control until obtaining satisfactory performance of the isolation system. As
a consequence, simulation enables one to save much time compared to an experimental

approach. Once a controller is believed to be satisfactory, it may be tested experimentally.

However, it is important to note that, as semi-active control is an emulation of active con-
trol (it tries to replicate a prescribed active force during the dissipative phases of control),
the theory of active control and all the tools of classical feedback approach or the modern
control techniques can be used during the design of the active controller to be emulated.
Once a satisfactory or an optimal active controller has been developed, it is assumed that
it will remain satisfactory or optimal in its semi-active version. This assumption is opti-
mistic and probably not true, but necessary. In this report, simulation is performed using
Matlab-Simulink. The equations of the mechanical system and the controller are written

in a block diagram form.

3.1.1.1 The problem of time integration

The explicit skyhook controllers described in section 1.1.3 and 3.2.2 require measurement
of velocities, and it may be desired to know the displacements as well?. However, a pure
integrator (%) has an infinite gain at 0 Hz, which can present difficulties in simulations.
As a consequence, it is necessary to use a high-pass filter. One possible transfer function

of the modified integrator is

&
2
5?2+ zgintwints + Whins

(3.1}

H psewint —

2for instance, to analyse the displacement transmissibilities
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Figure 3.1: Magnitude and phase of the pure integrator (dashed) and of the pseudo-
integrator(line).

where w;,,; is chosen here t0 be weqe/ 10, wez. being the excitation frequency for tonal dis-
turbances, or the tenth of the lowest frequency contained in the spectrum of the excitation
signal for broadband disturbances. &, is chosen in most cases to be 0.1 in order not to
seriously affect either the magnitude or the phase of the signals, as shown in figure 3.1.
However, in some cases (it will be precised which ones), £;; may be chosen to be 0.707

in order damp more rapidly the transient response due to the modified integrator.

3.1.2 The semi-active damper models

The semi-active device model used in simulations is either the actual MR Damper (MRD)
model described in chapter 2 or the model of an idealised controllable damper with vari-
able damping coefficient illustrated in figure 3.2. Compared to the MR damper model,

the ideal damper model is useful mainly for two reasons:

o the simulations using the MRD model are computationally expensive, because of
the complexity of the model. Simulations with the ideal damper model are faster,

which is an important criterion in a preliminary phase of research.
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Figure 3.2: Controllable damper with variable damping coefficient.
o the ideal damper model is invertible and causal, so it is possible to calculate the
appropriate current to produce a desired force. This property is necessary to imple-
ment the explicit clipped continuous skyhook controller, which is used as a refer-

ence controller to evaluate an upper bound of semi-active skyhook control perfor-

mance with an MRD. This is done in sections 3.3 and 3.4.2.

However, the use of the MRD model is necessary in the second phase for the preparation

of the experimental study (control design), which is described mainly in section 3.4.

3.1.3 Excitation cases
3.1.3.1 About launcher excitations

According to the objectives of isolation during launch, there are three major sources of

disturbance that have to be considered. These cases are visible in figure 3.3:

o the Lift-off in the first ten seconds. This excitation is broadband and some launcher

modes are excited, such as around: 5, 8, 11, 15 and 20 Hz;

¢ the maximum pressure oscillation. This phenomenon occurs at around 120 5. We
can see that at 20 Hz, at this particular instant, the level is higher due a coupling

between the longitudinal modes of the boosters and the acoustic modes due to the
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Figure 3.3: Spectrogram of one of the lateral acceleration (along y) at the payload base.
(Flight measured data).

combustion inside the boosters. Note that this coupling occurs in a short time be-
cause the longitudinal modes of the boosters® evolve*® during time due to the loss
of mass® as well as the evolution of the acoustic modes®. This type of excitation is

nearly periodic with a main contribution at 20 Hz,

e the boosters separation at 142 s. At this moment, due to a very short pyrotechnic
combustion of the joints of the boosters on the central body of the launcher, a shock
type excitation occurs. This disturbance is transient and may strongly excite the

various modes of the launcher.

In the exploratory phase of the single axis isolation system, we do not deal directly with
the excitations occuring during launch. But they can inspire different idealised excitations

that a semi-active isolation system should deal with. These cases are described above.

3they are attached to the central body of the launcher via some soft viscoelastic layers.
“they increase, as can be seen on the spectrogram.

“ejection of the combustible
Sthey are linked to the volume of the cavity, which increases as combustion occurs.
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3.1.3.2 Sinusoidal excitation

Sinusoidal excitations are not realistic compared to the launch environment, but this is
a first step in evaluating the performance of a semi-active isolation system. Sinusoidal
excitations are, as we will see, quite easy to deal with because the different semi-active
controllers generally have the ability to bring some damping or not, depending on whether
the frequency of excitation is around or above the isolator mode. The frequency of the

sine excitation is in the 1-100 Hz frequency range.

3.1.3.3 Periodic excitation with multiple harmonics

Though being deterministic, this type of excitation is closer to launch environment than
sinusdidal excitation because of the multiple modes of the launcher that filter the pri-
mary excitations (example: white-noise disturbance due to the engines). The maximum
pressure oscillation case is typically of that type. This case of excitation is broadband
and, for this reason, can be more difficult to deal with. Indeed it is already intuitive to
think that, if the harmonics are located both below and above the cut-off frequency of the
passive isolator at 0 dB’, then it is desirable to have some significant damping for low fre-
quencies, whereas it is better to have low or zero damping for higher frequencies. These

contradictory conditions have to be studied.

However, we can notice on figure 3.3 that there is a low level of energy below 5 Hz. As
a consequence, a choice of isolator frequency at 2 or 3 Hz, as claimed in sections and
5, should be a sufficient condition to avoid such problems, since then, all the harmonics
would be above the cut-off frequency at 0 dB. Nevertheless, this is not guaranteed in so far
as the modes of isolation system could be excited by the primary source of disturbances
which are broadband. Simulation of the coupled system {launcher + isolation system}
should be carried out to have a whole response. We will limit this excitation case as
a two harmonics problem. Then, two cases will be studied depending on whether the
frequencies of the two harmonics are located on both sides of the cut-off frequency at 0

dB or both frequencies are above this frequency.

"frequency from which the amplitude of payload acceleration is lower than the amplitude of base accel-
eration, whatever the damping ratio. This frequency is equal to /2 times the resonance frequency.
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3.1.3.4 Random excitation with a wide frequency spectrum

As seen in figure 3.3, some random excitations occur during the fiight. These are coloured-
noise excitation because the nearly white noise primary disturbance is filtered by the
structural modes of the launcher. However in this study, we will test the different control
algorithms with a white noise process, covering a frequency range from nearly 0 Hz to 15

or 50 Hz.

3.1.3.5 Shock excitation

This is not considered in this report. But we keep in mind the simple, but probably
efficient, idea of clipping the current from off to on at the exact instant the shock begins

in order to damp faster the transient reponse of the mode of isolation.

3.1.4 Criteria of performance of a semi-active isolation system
3.1.4.1 Tonal excitations

Semi-active isolation is by definition non-linear and it is not possible to apply linear theory
of Fourier or Laplace transforms. So we define here, for sinuoidal motions, other criteria
of performance than frequency response functions such as transmissibility. A base sinu-
soidal motion &,(t) is applied and the payload response in steady state ® Z,(¢) is found.
Then to characterize the performance of the semi-active isolation system, different possi-
ble criteria of transmissibility can be tested to make an analogy with the transmissibility

of linear isolators. Some criteria are

H, = maz(¥p)

max(Ey)

_ RMS(Ep)
Hsa2 — RMS() (32)

__ maz(zp)
Hsas maz(zy)

_ RMS(zp)
Has RMS(z3)

Acceleration transmissibility is an important performance criterion because acceleration

of the payload might be detrimental to the structure. On the other hand, displacement

8of course, time computing of motion equations induce a transient response which is not relevant for
this performance study. So, steady state has to be waited for.
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Figure 3.4: Magnitude of various transmissibilies for tonal disturbances {clipped contin-
uous skyhook controller). In red: displacement transmissibilities. In blue: acceleration
transmissibilities. (.-) based on maximum values. (-} based on RMS values. In black:
passive isolator at zero current.

transmissibility is important as well since large displacements of the payload might cause
the payload to impact against the fairing of the launcher. Indeed, the space between the
payload corners and the fairing, which is called the rattle space, is limited. Because semi-
active isolation is non-linear, acceleration and displacement transmissibilities are not the
same. Indeed, semi-active control strategies are based on clipping the current in a short
time, causing the damper force and so the acceleration to have some sudden changes (see
the time sequence in figure 3.5). For this reason, the derivative of the acceleration, which
is called jerk, may have large amplitudes®. On the other hand, there are no sudden changes
in the displacement. As we can see in figure 3.4, there is a difference of a few dB between
acceleration and displacement transmissibilities, especially at low frequency where the
semi-active controller has a significant action. As regards the RMS and the maximum
amplitude transmissibilities of displacement, they are very close and the criteria are nearly
equivalent. From these observations, it appears that H,,; is the most stringent criterion

and it is the one which is the most used in this chapter.

The effect of jerk has not been taken into account in this study. But we should keep in mind that jerk
appears in semi-active control and might be detrimental for a structure
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Figure 3.5: Time sequence of a simulation of a continuous skyhook controller for a sinu-
soidal excitation at 4 Hz.

3.1.4.2 Broadband excitations

For broadband excitations, the isolation performance can be analysed in term of either
auto-power spectrum S, = Sg,, computed from the Fourier transform of the signal z
(z = %, in the sdof case), or transmissibility Hyy = Syx /Szz (Syz being the cross-power
spectrum of the signals = and y, ¥ = #,, in the sdof case}, or RMS amplitude, computed

from the time signal or the frequency spectrum.

3.2 Semi-active control implementations
3.2.1 Review of semi-active control strategies

Semi-Active (SA) control has been the subject of considerable research activity, but to
date, there is no clear consensus on its use. The main goal of Semi-Active Vibration Iso-
lation (SAVI) is to provide high damping level at low frequency i reduce the resonant
response, while bringing the least possible damping level at higher frequencies, in order

to take advantage of the natural high frequency roll-off of the passive system. As it is
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introduced in chapter 1, the Skyhook Damper Control (SDC) was found to be both simple
and effective by Karnopp et al. [25]. Its extension to SAVI is termed clipped-continuous
SDC [25). The idea of the SA SDC is to emulate the active SDC only during the dissi-
pative phases of control, because of the passivity constraint of the controllable damper'?.
Furthermore, the principle of emulation can be extended to any active control law'!. In
the literature, various optimal and robust control laws have been implemented in an SA
formulation, such as SDC'2, LQG [28], [29], Ho, [30], frequency shaping [31] and sliding

mode control [32].

The real challenge in SAVI control design is how to track the prescribed force, due to
the non-linearity and causality of the damper behaviour. For these reasons, it is dif-
ficult or impossible to accurately predict the required current to obtain the prescribed
force. Therefore, various tracking strategies have been devised. The most simple meth-
ods are on-off or bang-bang methods, where the damping level is switched between var-
ious states. In its most simple implementation, the clipped on-off strategy has a bi-state
form [33]. In section 3.4.1, we show with numerical simulations that this on-off control
has intrisic limitations and presents poor performance enhancement compared to Passive
Vibration Isolation (PVI). A more evolved implementation of on-off control is a n-state
form, with resort to fuzzy logic [34] or neural networks {35], for instance. Clipped-
continuous strategies can be used to enhance the prescribed force tracking strategy. To
cope with the non-linearity of the damper behaviour, some researches have focused on
an approximate linear relationship between the applied voltage and the maximum damper
force [28], some others on the inversion of the damper model [30], others still on its lin-
earization [31], [36). Here, a tracking strategy using a continuous force feedback loop,
inspired from [8] and [37], is adopted for experimental inmplementation. This control
strategy is explained in section 3.2.3. Its control performance for tonal disturbances is
evaluated numerically in section 3.4.2, and finally, its control performance for broadband

excitation is evaluated experimentally and the results are presented in chapter 4.

It is to be noted that nothing guarantees that the performance of a clipped version of an

10the passivity constraint means that the damper is only able to dissipate energy

1Note however that the SA performance is a priori more effective if the active control law is mainly
dissipative. Hence the idea is to favour active damping rather than active softening control strategies, for
instance. '

128§DC is proved to be optimal for the sdof system [26), for a white-noise base velocity. This proof is
based on [27].
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optimal control law will be optimal. This question is still an open issue. Some works have
developed the formulation of a non-linear control problem, with a Lyapunov function to
find optimal non-linear controls {38]. In particular, using the Maximum Principle of Pon-
tryagin, an optimal SA control, which outperforms clipped-continuous SDC according to
a comfort objective, was found to be a bang-bang control based on payload acceleration

feedback [39].

Whatever the degree of sophistication of SA control, it should be kept in mind that the
main objective of SAVI is to supply high damping around the suspension natural fre-
quency, while bringing the least possible damping level at higher frequencies. As it has
been shown in section 3.3, this goal is fully achieved for narrowband isolation with the ac-
tual devices available on the market, despite their response time. As it has been presented
in section 3.3.5, the performance for tonal disturbances is very satisfactory if we proceed
to an optimisation of the mechanical and control parameters of the mount. In particular,
it appeared that the range of available damper force is a very important criterion. In this
respect, the minimum damping force (under zero field) has to be smail compared to the

typical levels of prescribed force’®,

For broadband isolation (spectrum distributed both below and above f,v/2, f, being the
natural suspension frequency), this goal is harder to achieve because the damper force has
a wider spectrum than the prescribed force [41]. Theoretically, SAVI performance is still
much better than PVI performance [25], even if the damping level tries to switch very fast.
However, it is known that the MRD response time (in the order of 25 ms) is quite large and
depends on several operational factors [42]. The response time consequently deteriorates
the attenuation performance, as it is shown in section 3.4.2. There are few published
works on the effect of time delay on SA broadband isolation, which is nonetheless a
very important limiting factor for practical applications. We can mention however on this
subject the work published in [43]. Moreover, some work focuses on control strategies
that take into account the damper time delay, but the spectrum of disturbance is generally

not very large, [44] or even tonal, [45], [39].

This section presents a few semi-active control implementations, based on the SDC. In
the next section, a study of optimisation of mechanical and control parameters for tonal

disturbances is presented. Finally, this chapter ends with numerical evaluations of the

3gimilar recommendation on the minimum damping ratio is also drawn in [40]
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isolation performance of the considered control strategies, for various disturbance cases.
First, it is shown that clipped on-off strategies are limited in performance, even for tonal
disturbances. Then, the numerical implementation of an explicit version of the clipped
continuous SDC using the idealised controllable damper is performed to assess an upper
bound of performance for broadband isolation using a MRD. In particular, it is shown
that the time delays of the MRD is responsible for the deterioration of performance of
broadband SAVI and that SAVI is not, by nature, inadequate to broadband disturbances, as
it was stated in [41]. Finally, some simulations of SAVI using the MRD model presented
in chapter 2 are carried out. In these simulations, the clipped continuous SDC using a
force feedback loop is implemented prior to the experimental investigation, whose results

are presented in chapter 4.

3.2.2 Clipped on-off skyhook control

In equation 1.8, the clipped continuous skyhook damper control was introduced: the
damping coefficient is switched between 0 and a value changing continuously over time,
which justifies the name “clipped continuous” skyhook damper control. The clipped on-
off version consists then to clip in a bang-bang manner, between zero current and the
maximum current. However, as seen in chapter 2, the damper generates a non-zero force
under zero current, which leads to a minimum value of damping coefficient Cynir. More-
over, it has been seen that the yield force F), saturates when the current is increased,
leading the damping coefficient to reach a maximum value Cpne.. The alternative on/off
strategy, consisting of switching the control current i, as a function of time. Potentially,
the current might change between 0 and its maximum value, and thus the damping coef-
ficient from its minimum value Cpy, to its maxzmum value Cynqp according to the sign of
Ep (Zp — &), L&
Conaz  if &p {Zp — $p) = 0

Ce = (3.3)
Coin i &p (& — &) < 0

This control strategy has been introduced mainly for two reasons. Historically, its in-

troduction in the semi-active research area was motivated by the use of on-off valves in

variable orifice dampers, which are less expensive than the fast responding servo-valves.
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Figure 3.6: General form of a semi-active isolator.

In the area of MR dampers, which can provide by ﬁatu:e a continuously variable damping
force', the clipped on-off skyhook control may be of interest since no inverse damper
model is required. However, a major drawback of this control strategy is its poor isolation
efficiency, as will be seen in section 3.4.1. Above the natural frequency of the mount, the

transmissibility of the clipped on-off controller is almost equivalent to that of a passive

isolation system whose damping coefficient is C' = Emintlmse which can be detrimental
¥ ping 2

if Cpge 1S set to be large>.

3.2.3 Generalised clipped continuous force feedback contrel

A more general semi-active strategy which applies to the emulation of any active control
law is described in figure 3.6, where | is the MR damper force, controlled by the current
ie. Zm is a vector of measured data that enables one to determine a desired force Fy,
derived from an active controller. The semi-active isolator can be described as well in a
block diagram form as seen in figure 3.7. First, an active controller calculates a desired
active force F,. Then, a secondary “clip & track” controller tries to replicate the desired

force. This requires the measurement of the MRD force.

The tracking strategies can be various, Here we investigate the use of a PI controller, as

14This is actually one of the advantages of MR dampers, since contrary to variable orifice dampers, they
can provide a continuously variable damping force without any movable part, thus they are more compact

systems,
5yhich is the case if it is desired to damp the suspension resonance.
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Figure 3.8: Semi-active clipped continuous force feedback control via PI controller.

shown in figure 3.8. To minimize the error between F, and F¢, a Proportional-Integral

(PI) controller is used. This PI control is realised only when F,; and F; have the same

sign (i.e. when the desired force Fy, is dissipative since I has basically the same sign as'®

&, — s, see chapter 2), hence the use of a Heaviside switching function applied to the

product F, F;.. This control is proposed in [8], without the use of the bias current 7. This

bias input is proposed in [37] in order to “increase the working band where a proportional

feedback is achieved”. In this study, we will not use this bias'”. Note that in [37], a

proportional controller is proposed instead of a P1 controller. In [37], it is noted that in

the case where the proportional gain is very large, the control is equivalent to a clipped

on-off force feedback controller.

16except when the refative velocity changes in sign where the hysteresis effect introduce a phase lag.

17hecause the interest of such a bias is not understood
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3.2.4 On-off force feedback control

As an alternative to the generalised clipped continuous force feedback approach, a clipped
on-off version may be implemented. The on-off clipping strategy (figure 3.9(a)), intro-
duced by [46], is the simplest way of achieving a tracking of the desired force. When
the desired force F,, and the actual force of the damper F, have the same sign and £,
is smaller than F,, the current is set to its maximum value so that |F¢| increases. In the
opposite case, the current is set to 0 in order to have the least detrimental effect. Thus, the

equation of on-off force feedback control is
Ge = tmazl [{Fa — F¢) Ft (3.4)

where 1{.} is the Heavyside function. This strategy is refered as “clipped on-off”.

A variation of this strategy has been proposed in [47], where broadband disturbances
were controlled with an LQG approach. It consists in applying a threshold to the con-
trolled force, i.e. the control current remains zero below a minimum force Finin. The
motivation of this threshold, presented in [47], is that “the desired force includes an oft-
set and some noise because the sensor outputs in the experiment include some dc offset
and noise as well. The influence of these errors can be significant in the case of small
vibration. Thus, the controller may send an incorrect signal to the damper, especially for
ambient vibration.” However, in this study, we understand that the real motivation for
applying a threshold in the clip & track strategy is that it enhances the performance of
isolation of broadband disturbance, particularly at high frequencies, where it is not desir-
able to introduce damping. This clipped on-off strategy with threshold is schematized in
figure 3.9(b) and described by the control law
bmazl [(Fo — Fo) Fe] £ Fy > Frn

o = (3.5)
0 if F, < Foin

In [47], this last controller has been compared to other semi-active controliers. Associ-
ated with an optimal controller such as LQG for the active part of the semi-active control
strategy, it has been proved to be well-adapted for broadband excitations such as those en-

countered in seismic control (where the disturbance spectrum is not very wide however).
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{a) Without threshold {b) With threshold

Figure 3.9: Clipped on-off controller.

3.2.5 About the emulated active controller

The active skyhook damper control has been extensively discussed in section 1.1.2 and
chapter 5. The aim of this section is to discuss LQG control and to compare it with sky-
hook control. However, it has been found that LQG does not give significantly better
performance than skyhook damper control in the 1 dof isolation system configuration.
Actually, the skyhook damper control can be derived from LQG control by regulating the
deflection of the mount and the absolute payload velocity, see [1]. For brevity, we do not
discuss LQG control further. The LQG controller as a MIMO controller will probably be
of interest with regard to the hexapod isolation system, in so far as the coupling between
the struts reduces the performance of a mulii-SISO approach (a feedback loop between

the accelerometer and the actuator/MR damper in each strut).

3.3 Optimisation of the mechanical design of the isolation mount tak-

ing into account MR damper dynamics
3.3.1 Presentation of the problem

In section 1.1.3, it has been seen that, in theory, a semi-active skyhook control with
a clipped continuous strategy can emulate very closely an active skyhook controller in

terms of performance of displacement transmissibility (figure 1.9). However, from the-
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ory to practical implementation, there exist some differences, which can deteriorate the
performance of the isolation system using semi-active control. In particular, there exist
some hardware limitations inherent in the MR damper, such as the minimum damping
force under zero current, the maximum deliverable damping force of the damper and
the response time of the magnetic coil to produce a desired current. In this section, the
effects of hardware limitations on isolation performance are discussed regardless of the
limits due to the practical implementation of the controller (such the implementation of
the clipped continuous strategy using force feedback, see section 3.2.3), and regardless
of the non-linear effects of the MR damper. The idealised damper represented in figure
3.2 is used in the isolation mount and is controlled by a skyhook damper controller with
a clipped continuous strategy, used as a reference control strategy. This analysis gives an

upper bound of the performance that an isolation mount using a MR damper can achieve.

Two types of mechanical design problems can be considered:

e Case 1: given a payload of a certain mass that is to be isolated from 5 Hz upwards,
what stiffness should be chosen, and what are the desired properties of the control-
lable damper? This problem is an illustration, on a single axis configuration, of
the problem of the design of the launch vibration isolation system. Concerning the
choice of stiffness, it has been shown that a natural frequency of 2 Hz may meet the
isolation objectives, but that a natural frequency around 3 Hz would be more ap-
propriate with the constraint of pemﬁtted quasi-static deflection (see section 5.1).
As a consequence, it will be shown in this part that, for sinusoidal excitations and a
3 Hz natural frequency, 12 dB of attenuation is not achievable from 5 Hz upwards,
but can occur from around 7 Hz upwards. It is possible to obtain around 8 dB at-
tenuation at 5 Hz. The aim of this section is to find the best achievable isolation

performance with a 3 Hz isolation system.

e Case 2: given the properties of an existing controllable damper, for which values
of mass and stiffness is the damper best suited? In the single axis experiment,
which is aimed at demonstrating the feasibility of a semi-active isolation mount,
we are faced with this type of problem. Additional contraints exist: the hydraulic
exciting system has a limited available power, so the mass is limited. Moreover, the
coil springs available on the market have a minimum stiffness. The features of the

experimental isolation mount are summarized in table 3.1.
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Figure 3.10: Equivalent isolation mount with a zero damping coefficient controllable
damper.

fn(Hz) | m(kg) k(kNm™")
4.57 110 90.7

Table 3.1: Features of the single axis semi-active isolation system used in the experiment
and in some simulations.

3.3.2 Limitation due to the damping coefficient at zero current

The controllable damper has a minimum damping coefficient C,,;n at zero current and the
corresponding minimum damping ratio is §min = -gw’"—h;; As a consequence, the isolation
system is the equivalent of the mount represented in figure 3.10, where a controllable
damper with zero damping coefficient at zero current is in parallel with a passive damper

of damping coefficient Cpin.

Thus, this system is the emulation of an active skyhook damper with an additional passive
damper whose transfer function is given in equation 1.4. The detrimental effect of added
damping on high frequency control has been seen in figure 1.7. Obviously, the same effect
is present in a semi-active system as illustrated in figure 3.11, where an ideal damper
without any response delays and with no restriction on the maximum deliverable force

has been simulated.

From this observation, if an MR damper is to be designed, it follows that the minimum

damping force under zero current has to be considered and minimised. This recommen-
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Figure 3.11: High frequency limitation of SA SDC due to &min. frn = 3Hz. H,: passive
isolator (zero current, £, = 0.127). H,: active isolator ({sy; = 1). Hp,: active isolator
with added damping (£, = 1 and & = 0.127). H,,, transmissibity for SA SDC , with

Emin = 0.127.

dation was also reported in [40]. However, as will be seen, another limitation on the

maximum deliverable force adds a constraint on the choice of &,:,.

3.3.3 Limitation due to the maximum damping coefficient

MR dampers have a limited force range due to saturation of the yield force with current
resulting in a maximum damping coefficient Cq,. On the specimen used in the experi-
ment, the MR damper has a maximum deliverable force of about 1200 N ati. = 2 A, at
a velocity of 0.1 ms~!. This limitation on the maximum deliverable force is crucial be-
cause it determines the ability of the semi-active controller to damp the vibrations around
the suspension natural frequency. This is illustrated in figure 3.12 for 3 values of the
maximum damping ratios; 10, 5 and 2 times the value of the minimum damping ratio.
If the maximum deliverable force is less than the desired force (case &pz = 2 Emin for
instance), the vibrations around the suspension natural frequency are not damped enough.
So the maximum value of &, has to be such that the MR damper might is able to produce

any desired force.
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Figure 3.12: Influence of the maximum deliverable force on the isolation performance. 3
Hz isolator configuration with &,,;, = 0.127, no response time of the magnetic coil, ex-
plicit skyhook damper strategy. (dashed lines) H,, and Hp with {ey = 1 and £, = 0.127.
(solid lines) H,,; for 3 values of maximum damping ratios: {mes = (10, 5, 2) &min.

In figure 3.13, it is interesting to note that the semi-active isolator combines the best
features of the passive “off” (zero current, &, = &min) and the passive “on” (maximum
current, &, = Emaz) dampers. At low frequencies, the transmissibility of the semi-active

isolation system tends to that of the passive system with &, = &4, While at high frequen-

cies, it tends to that of the passive system with £, = &min-

3.3.4 Limitation due to response time of the electrical circuit

The magnetic field in the MR damper valve is created by an electric coil. This coilisa LR
circuit, L and R being the inductance and the resistance of the coil. The current i, flowing
through the coil is governed by the equation

di,

L= +Rie=U (3.6)

58



amplitude (dB)

10° 10’ 10
frequency (Hz)

Figure 3.13: Comparison of the SA transmissibility (Hya1) for {min = 0.127, {inex =
0.254 (solid line) with the passive isolator transmissibilities for §, = 0.127 and £, = 0.2564
(dashed lines).

where U is the voltage applied to the electrical load. Thus the time constant of the coil is

(3.7)

2| b

Measurements of L and R on the MR damper used in the experiment give 7 = 25 ms,
which is quite large if we consider that, for a step input, the 95% settling time is attained
after t = 37 and that for a sine excitation, the controller makes the current clip 4 times
during one period (figure 3.5). According to these considerations, the electrical time

constant of the coil should satisfy

r< (3.8)

12f€$6

where f... is the frequency of the disturbance signal.

We can consider that the control bandwidth of the controllable damper has to be at least
from 0 to 2.33 f, Hz, the higher frequency being approximately the frequency above
which the attenuation is at least 12 dB. In case 1, (3 Hz isolation system), f, = 3 Hz.
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Figure 3.14: Effect of the response time. f, = 4.57Hz. Hj, passive isolator (zero
current, £, = 0.127). Hy,: active isolator with added damping (§ery = 1 and £, = 0.127).
The other curves are H,,; transmissibility (£ = 0.127 and &per = 1.27) for different
electrical time constants.

This implies that 7 should not be greater than 12 ms. Fortunately, the current is controlled
by a PWM driver (Pulse Width Modulation, see [8]), which decreases the time constant
to 10 ms. The PWM driver has a non-linear response, but can be modelled in a first
approximation by a first order system, which is done in the simulations. In case 2, (4.57
Hz isolation system), f, = 4.57 Hz. This implies that 7 should not be greater than 7

ms. As a consequence, the response time of the electrical circuit in the experimental case

presented in the next chapter is a limiting factor.

Taking into account different electrical time constants, the effect of electrical circuit re-
sponse time on transmissibility can be seen in figure 3.14. While the time constant in-
creases from 0 ms to 10 ms and 25 ms, the cut-off frequency at -12 dB moves from 10 Hz

to 12.5 Hz and 13.5 Hz.

3.3.5 Optimal design of a semi-active isolator

In the previous sections, it has been seen that {min has to be as low as possible whereas

£maz Needs to be large enough. These two objectives of the mechanical design are con-
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flicting in so far as the force range of real, controllable dampers is limited. It leads to a
trade-off in the choice of those parameters. For example, the MR damper commercialised
by the Lord Corporation, the RD-1005-3, used in the experimental setup, has a force
range from about 120 N at i, = 0 A, to about 1200 N at i, = 2 A, for a piston velocity
of 0.1 ms_‘l. Thus, whatever the mass of the payload and the stiffness of the isolation

mount, the approximate damping force range is such that

F maox
F min

= 10 (3.9)
In some studies, such as [48] or [33], as well as in our experimental configuration, the
whole force range of the damper is not exploited because the damper may not have been
designed optimally for the actual configuration of the isolation mount, or because the
isolation mount has not been optimised for the MR damper (the case of our experimental
setup). Here, it is recommended that the whole force range of the damper should be

exploited. This leads to the constraint

F'u.sed — Fava.‘ilabie (310)

™maxr TRAL

used . .
If we denote £,00 = éc-ﬁff—, the constraint may be written as
™

_ &mas

There remains one degree of freedom in the choice of the above parameters, let us say
£maz- On the other hand, to enhance control performance of the clipped continuous sky-
hook damper control strategy, Karnopp ( [25]) recommends that the gain of the desired
force be increased, that is to say csky, and consequently s, However, increase in isola-
tion performance only occurs with respect to the RMS transmissibilities and the maximum
displacement transmissibility (Hsqz, Hoaz and H,q). The increase of £, 1s not neces-
sarily relevant as regards the maximum acceleration transmissibility Hyq.1. We know as
well that a low level of feedback gain c,y, has the consequence of decreasing the isolation
performance. As a consequence, there is also a compromise on the choice of {sy, as

illustrated in figure 3.15.
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3.3.5.1 Optimisation of the parameters for a 3 Hz isolation configuration

In this section a parametric study concerning the choice of &ty and &may is proposed as
follows: which set of (Esky, Emas) Optimises the isolation performance ofthe 3 Hz isolation
mount configuration, for a clipped continuous skyhook damper strategy, while using the
whole force range of the controllable damper? It remains to define an index of isolation
performance.

It is not desired to produce a very high attenuation rate at high frequencies, provided that
the attenuation is at least of 12 dB. The goal is to provide this level of attenuation from
the lowest frequency possible, while not producing amplification around the resonance

frequency. It follows that the performance index may be expressed as

J = f T (G (@) — (~12)) d (3.12)

min

where Gya1 = 201logyg | Hsa1| and w_1o is the frequency such that G (w) < —12dB
if w > w_1s. This performance index is the area between the magnitude of the trans-
missibility (in dB) and the goal of attenuation, as illustrated in figure 3.15. Note that the
solution of the optimisation problem is depends on the performance index, whether it is

defined with a linear or logarithmic scale.

The optimisation problem described above is written mathematically as

(3.13)

[IIE-
=
-

where = = (§sky) Emaz)-

To find this minimum, the Matlab function “fminsearch” is used, which is based on the
Nelder-Mead simplex optimisation algorithm, [49]. This method is particularly suited
to low order problems. This is a direct search method that does not use numerical or
analytic gradients. If n is the number of parameters, a simplex in n-dimensional space is
characterized by the n + 1 distinct vectors that are its vertices. In two-space, a simplex
is a triangle; in three-space, it is a pyramid. At each step of the search, a new point in or

near the current simplex is generated. The function value at the new point is compared
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Figure 3.15: Performance of the semi-active 3 Hz isolation system (H,q1) for 3 values of
Esry: 0.2,1,1.5 with &ae = 1.3 Eopy and Ein = 0.1 &nsae- In grey, performance index .J
for Loy = 1.

with the function’s values at the vertices of the simplex and, usually, one of the vertices is
replaced by the new point, giving a2 new simplex. This step is repeated until the diameter
of the simplex is less than the specified tolerance.

In this study, the individual steps of the optimisation process were the following:

1. Pre-processing phase: Compute the performance index for a rough mesh of = in the

bounds [0.2, 1.6] x [0.25, 3].

2. Pre-processing phase: Plot the graph surface J {Z). In so far as the surface seems
convex, assume that there is a global minimum, apparently located around = =

(1, 1) for the example considered here.

3. Processing phase : proceed to the optimisation algorithm with a starting guess =g =
(1,1). After 40 iterations with 77 evaluations of J, the evaluated solution is = =
(0.92,1.27) (to 2 decimal places).

4. Post-processing phase: Compute the performance index for a mesh of = in the

bounds [0.2, 1.6] x [0.25, 3] refined around the minimum found by the algorithm.
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The results are shown in figure 3.16 where contours of J are plotted. The surface appears
to be convex and we can hence infer that the algorithm locates a global minimum. More-
over, this surface is characterised by a gradient around the minimum that varies slowly as
a function of the parameters. This means that a whole region of Z-space gives a perfor-
mance close to the optimal performance. In practice, it is found that there is a change of
less than 5% in J in the region = = [0.8, 1] x [1, 1.5]. We can retain one major design

recommendation: %’”T“;’ > 1.25 with 0.7 £ Loy < 1.

The feedback gain of the emulated skyhook damper control has to be close to critical
damping, but surprisingly, must not be higher, which is contradictory with a result found
in [25]. In this paper it was found that, with regard to the RMS displacement transmissi-
bility H,.a, it was favourable to increase the feedback gain'®. Here, we find that too large
a feedback gain is not only detrimental to Hq, but also to H,qa, as can be seen in figure
3.17. The cause of this phenomenon might be the time delay induced by the electrical

circuit, which was not considered in [25].

Concerning the optimised isolation system found in this simulation, we can see that the
isolation performance is quite satisfactory because the amplification around resonance,
summarized in table 3.2, is low, énd the system provides isolation of -12 dB from 6.8 Hz
upwards, while at 5 Hz the attenuation is 7.4 dB. Of course, this is less than the initial

design objectives of the problem (-12 dB from 5 Hz upwards).

Finally, the figure 3.18 shows a time sequence for a sinusoidal excitation at 3 Hz. We can
notice two aspects. Firstly, the response time of the coil has a natural antijerk effect',
as can be seen by the payload acceleration response. Secondly, the amplitude of & — Zp
is lower than the amplitude of 4,, which explains the recommendation written as %fj >

1.25.

Hsal H.sa.Z HsaS Hsa4
amplification (%0) | 16 16 7 10
amplification (dB) | 1.3 | 1.3 | 0.6 | 0.9

Table 3.2: Level of amplification around resonance for various performance criteria. Op-
timised semi-active isolation system.

40 the detriment of maximum acceleration transmissibilities, which was not reported in the paper.

the jerk is the derivative of acceleration. It can be a cause of incomfort, so it is often considered in
automotive applications using setni-active control. Indeed, by clipping on and off the current in a short
time, the magnitude of the force, and so of the acceleration, can suddenly change, causing high jerk.
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Figure 3.16: Three-dimensional contour graph of the surface J (Z).
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Figure 3.17: Isolation performance of the clipped continuous skyhook control for the
optimal set of parameters: oy = 0.92, ez = 1.27 and &min = 0.127. in solid lines,
H.u, i = [1,4]. In dotted lines, H, passive isolation for £ = 0.127 and Hp, active

skyhook damper isolation £, = 0.92 with passive damping §, = 0.127.
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Figure 3.18: Time sequence of some isolation system variables during semi-active con-
trol, under a sinusoidal excitation at 3 Hz.

3.3.5.2 Robustness of the optimal set of parameters

The first question is: “Is the optimal set of parameters found in the previous part robust
with respect to the payload mass, provided that the isolator natural frequency remains
the same?” The answer is “yes”: the same simulations as before are repeated but with
the payload mass changed from 110 kg (experimental setup) to 3000 kg (the order of a
satellite mass), while keeping the natural frequency of the isolator at 3 Hz. The optimal
set of parameters remains the same. This is due to the fact that we work with damping

ratios &, and not with damping coefficient C.

The second question is: “Is the optimal set of parameters found in the previous part robust
with respect to the natural frequency of the isolation system ?” The answer is “no™ the
same simulations as before are done by settihg the natural frequency of the isolator to 4.57
Hz, which is the configuration of the experimental setup. The optimal set of parameters

is found 1o be &gy = 0.76, &nae = 1.20 and £ = 0.12.

The optimisation problem depends on factors additional to the suspension frequency, such

as:

66



o the nature of disturbance. Here the problem is optimised for sinusoidal excitation

at random frequencies;
e the semi-active control strategy;

e the response time of the controllable damper.

So a particular case results in a particular solution. However the interest of this study is
to provide a general guideline to the optimisation of semi-active isolation systems. More-
over, whatever the configuration of control and isolation frequency, three recommenda-

tions would seem to be

Frg = Frga " (3.14)
Fma:c

— >1.2 15

o212 (3.15)

0.7 < €y < 1.1 (3.16)

where F, is the amplitude of the prescribed active control force.

It is to be noticed, that for random inputs, there are rare, very large, prescribed forces. It

could be desired to limit 7% in order to give a better {maz/ Emin-

3.3.5.3 Recommendations for the experimental setup

According to the foregoing observations, an optimal design of the experimental setup,
aimed at demonstrating the performance of semi-active control using MR dampers, em-
ploying the MR damper RD-1005-3 of Lord Corporation can be defined. This should
provide the best attenuation in the 5-100 Hz frequency range, with respect to the perfor-

mance index defined in equation 3.12. The parameters are listed in table 3.3.

fn(Hz) m(kg) k(kN'm’_l) gmin fma:z: &sky
3 250 88.8 0.127 | 1.27 | 0.92

Table 3.3: Optimal features of the experimental demonstrator of single-axis semi-active
isolation system

However, as already mentioned, it was not possible to construct a 3 Hz isolation system
with the available rig, so a 4.57 Hz isolation was used. With this isolation frequency, the

optimal set of parameters are listed in table 3.4.
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falHz)

m{kg)

B(kNm™T)

gmin

gma:c

§3ky

4.57

265

218.5

0.12

1.20

0.76

Table 3.4: Optimal features of the experimental demonstrator of single-axis semi-active
isolation system, for a 4.57 Hz natural frequency
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Figure 3.19: Performance index as a function of &, for the actual experimental setup
with f,, = 4.5THz, &z = 2 and £, = 0.2,

Finally, because a mass of 265 kg is not easy to excitate in the experiment (because of

the limited hydraulic power), the configuration used in the experiment is described in

table 3.5. For the MR damper RD-1005-3, the nominal damping ratios for the mass

and stiffness parameters listed in table 3.5 are &min = 0.2 and &nqr = 2 (for a velocity

amplitude of 0.1 ms—'), which is not optimal.

Another optimisation process has been carried out to find the optimal value of £, for this

system. The results are shown in figure 3.19. The optimal value of £, is {sxy = 0.73.

m(kg)

k(kNm™)

gmz'n

gm QT

gsky

4.57

110

59.4

0.2

2

0.73

Table 3.5: Features of the actual experimental demonstrator
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3.4 Simulation results

In the previous section, four implementations of the skyhook damper conirol have been
described. In this section, their performance are evaluated for different excitation cases,
and compared to the performance of the clipped continuous skyhook damper control,

explicitely implemented with the idealised controllable damper presented in figure 3.2.

3.4.1 Limits of clipped on-off methods for tonal disturbances

To evaluate the isolation performance of this simple strategy, the idealised damper model
with an instantaneous time response (7 = 0 ms) is used, which provides an upper bound
of the isolation performance that a MR damper could achieve with the explicit clipped
on-off strategy. The performance is evaluated for tonal excitations at various frequencies.
The natural frequency of the isolator is chosen to be 3 Hz. In order to damp correctly
the isolator mode, a minimum value of &, is required. This value is chosen to be
€mar = 1.27. The minimum damping ratio is supposed to be ten times smaller than its

maximum damping ratio, that is to say &min = 0.127.

The performance of the clipped on-off skyhook damper control presented in the figure
3.20 can be compared to figure 3.17 for the continuous version. The isolation frequency
at -12 dB moves from 6.8 Hz (continuous) to 16 Hz (on-off}, this without even considering
any time delay due to the magnetic coil. The performance of the clipped on-off skyhook
damper control is much worse that the clipped continuous version. Indeed, as shown in

figure 3.20, the semi-active isolation performance is very close:

e to that of a passive isolation system with a damping ratio of § = %ﬂ-“ﬁ, at high

frequency;

e to that of a passive isolation system with § = &£;.qz, at low frequency.

As a consequence, compared to the passive system with § = ﬁ"—ﬂﬁf’“—‘”, there is only 1dB
(10%) of improvement around the resonance. So, it is probably not necessary to imple-
ment a semi-active isolation system for such a marginal improvement. Note however that
in terms of the other transmissibilities the isolation performance is better: the frequency of

isolation at -12 dB occurs at 10 and 7 Hz respectively for Hy,2 and Hygs. It is worth noting
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Figure 3.20: Performance of the clipped on-off skyhook damper control with &nin =
0.127 and épee = 1.2 (Hyqy). (solid line) semi-active control, (dashed) passive isolator
for various damping ratios.

that several studies (e.g. [33], [50]) compare the performance of the clipped on-off control
(and other semi-active controls) with the performance of the passive off (§ = &min) and
the passive on (£ = Emae). Some of these studies conclude that, under certain type of ex-
citations (either low frequency or high, but not in a wide frequency range), the semi-active
system provides better results than such passive systems. However, we conclude here that
the clipped on-off strategy is nearly equivalent to a passive system with § = i’—"ﬁ%ﬁﬂ%
This observation is similar to some conclusions found in {48], where a set of four MR

dampers were installed on heavy truck primary suspension.

The utilization of this control strategy is therefore very arguable. The interest of such a
method could be for broadband disturbances using a force threshold, as presented in equa-
tion 3.5. Indeed, for broadband disturbances, clipped continuous methods provide less
good efficiency than for tonal disturbances, because of the response time of the damper,
as it is shown in the next section. However, a mean to reduce the electrical time delay is
the use of very fast electrical switches, which are only suited to on-off control. Further

investigations on this subject could be interesting.
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3.4.2 Semi-active isolation of broadband disturbances - Time delay effect

This section is aimed at establishing some upper bound of what could be achievable using
a MR damper for broadband vibration. In section 3.3.5, tonal excitation has been exten-
sively discussed. It was shown that, for an optimised suspension system, isolation at -12
dB occurs from 6.8 Hz upwards. In this section, we focus on the performance of SAVI
for broadband disturbance. The test case used as reference of broadband disturbance is a

random white-noise base velocity.

To establish the upper limit of performance, the explicit version of the clipped continuous
SDC is implemented, as was done in section 3.3.5. As a consequence, we use the idealised
controllable damper model and its inverted model, to avoid the resort of the force feedback

control loop, which could be an additional factor of performance deterioration.

3.4.2.1 The problem of broadband SAVI

As seen in the previous section, SAVI works well for narrowband disturbances. How-
ever, it would be totally erroneous to conclude that this is the case as well for broadband
disturbances, since SA control is inherently non-linear. One has therefore to be cautious
concerning the use of SAVI for broadband excitations, because SA control “tends to be
less effective when subjected to wide-band disturbances”, as it is shown in {37]. More-
over, an additional factor, usually neglected and perhaps more important than the way SA
control inherently operates, is the presence of time delays in the damping device. In [41],
it is explained that SAVI “faces the difficulty that the relative velocity between the two
bodies %, — 5 on which the SA controller operates contains higher frequency components
than #,, which one tries to emulate”. This assertion is true but maybe not damning. In
fact, as shown in [25] for a white-noise base velocity between 0.8 Hz and 15 Hz, and as
figures 3.21(a) and 3.21(b) show for a white-noise base velocity between 0.5 Hz and 50
Hz (first-order band-pass filter), the performance is quite acceptable and even close to the

narrowband case, if there is no time delay.

71



3.4.2.2 Effect of time delay.

As soon as we introduce a time delay, for instance through a time constant of 10 ms (typ-
ical of an MRD), the performance deteriorates, see Figure 3.21(a), for the same reasons
as explained in the narrowband case, that is to say that the delay induces some damping
during the non-dissipative phases, as shown in Figure 3.21(c). But contrary to the nar-
rowband case, the frequency of transition from non-dissipative to dissipative behaviour i8
roughly equal to the highest frequency of the spectrum of &;. Thus, the bandwidth of cur-
rently available controllable dampers does not enable one to achieve SAVI performance

that is comparable to AV].

However, SAVI performance can remain significantly better than any passive system for
broadband disturbance, at least with disturbance spectra of moderate frequency band-

width, as the experimental results presented in the next chapter show.

3.4.3 Clipped continuous force feedback control

The simulation results of the chosen control strategy, the so-called clipped continuous
strategy with a force feedback proportional loop, are not reported here for the sake of
brevity. However, it is to be noticed that the simulations with the MR damper model
developed in the previous chapter have proved a priori satisfactory performance of the
controller, for both tonal and broadband disturbances. This performance is quantita-
tively evaluated in the experimental measurements reported in the next chapter. More
importantly, it is worth noting that the control simulations seem quite predictive, since
the control gains values, i.e. K, (force feedback gain) and ¢y (skyhook gain), have been
predimensionned in simulation and the same order of optimal values (K = 0.1, iy = 1)
were found experimentally. Further investigations on the predictability of simulation will
be carried out, by comparing the time and frequency responses, in order to know exactly
whether the simulations are fully predictible, or gives simply good orders of values (which

is already a noticeable progress).
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3.5 Summary

In this chapter, some simulations of semi-active isolation for a single degree-of-freedom
were presented. First, the simulation methodology is explained: the simulation are carried
out in the time domain using Matlab-Simulink, the excitations taken into account are
narrowband and broadband and the criteria of isolation performance are defined. Two
models of controllable dampers are used. An idealised controliabie damper is defined to
perform some simulations of explicit Semi-Active (SA) Skyhook Damper Control (SDC),
in order to have a physical insight on the limitations of performance of SA control and
to find an upper bound of the performance that can be achieved with actual devices. To
carry out predictive simulations of control using an MR damper, the MR damper model

developed in chapter 2 is used.

Because of the non-linearity of the MR damper, the explicit version of SA SDC can
not be used, and one must resort to more complicated control laws. A review of SA

control strategies found in the literature is done. Among the various existing strategies, |
the clipped continuous control using a force feedback loop is chosen and applied to SDC

for the single dof study.

Various simulation results are presented. First, an optimisation of the mechanical and
control parameters of the SA mount is carried out, for tonal disturbances. It is shown
that, despite the response time of the damper, the optimised mount ¢:ves very satisfactory
performance. Then, to illustrate the interest of clipped continuous methods compared
to clipped on-off ones, it is shown that performance at high frequency of clipped on-off
methods are inevitably worse than clipped continuous ones. In particular, this control
gives hardly better performance than a passive system (10% improvement). A variation
of this strategy using a switch above a force threshold could enhance its performance.
Finally, one inveStigates the performance of SA control for broadband vibration, which is
a controversial subject. It is clearly shown that the deterioration of performance generally
observed for broadband disturbances (compared to narrowband disturbances) is not due
to the way SA control inherently operates, but to the various time delays present in con-
trollable damping devices. In other words, this deterioration is not due to the control itself
but to the actuation technology, which is perfectible. To confirm the intercst of the chosen

SA control strategy emphasized by the simulation results, an experimental implementa-
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tion of the clipped continuous strategy with a force feedback loop has been performed.

The results are presented in the next chapter.
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CHAPTER 4 SINGLE AXIS ISOLATION EXPERIMENT

4.1 Testrig

The experimental rig is shown and described in Figure 4.1(a). The main features of this
setup are the following: natural frequency of the mount, f,, = 4.1 Hz, minimum damping

ratio, &,,;, = 0.14 (at i, = 0 A), maximum damping ratio, {mqee = 1.5 (ati. = 1.7 A).

In this experiment, the base motion is imposed by an hydraulic jack, whose transfer func-
tion (displacement/input voltage) is a first order low-pass filter. In the results reported
here, the input voltage was band limited white noise in the range 0.05-50 Hz. The result-
ing base motion spectra (displacement, velocity, acceleration) are shown in Figure 4.1(b).
We can see that the base velocity spectrum contains mainly high frequency components,
in the range 10-50 Hz, which is detrimental to the control performance. It is therefore a
test case, which demonstrates the effect of time delay on SAVI performance for broad-
band disturbances. Note however that we could regret that this disturbance is different
from the simulations (white noise velocity in the band 0.05-50 Hz). Further experimental
investigations for this excitation and several other ones would be worthwhile, to get more

general conclusions.

4.2 TIsolation performance for narrowband disturbances

The results are not reported here, for brevity. But the SA control performed very well
for tonal excitations, in same order than that found in the simulations of explicit clipped
continnous SDC, with an idealised damper model. In particular, the SA controller was
able to attenuate highly the sinusoidal excitations with frequencies around the suspension
frequency, while providing the minimum damping for high frequency sinusoidal excita-

tions.
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4.3 Isolation performance for broadband disturbances

The isolation performance can be analysed in term of either aute-power spectrum (S, =
S.e, Figure 4.2(a)), or transmissibility (Hyy = Syz/Sz., Figure 4.2(b)), or RMS ampli-
tude (Figure 4.2(c)). The SAVI performance is compared to the PVI performance. Con-
cerning SAVI, the force feedback gain is maintained at K, = 0.11 while various skyhook
gains are selected: £, = [0, 0.73, 1, 1.1, 1.25, 1.75]. Among these values, the subscript
54 denotes the case £y = 1.1. Concerning PVI, several values of constant currents are
selected: i, = [0, 0.1, 0.2, 0.3, 0.5, 1.7) amps. Among these values, the subscripts p;

and py denotes respectively the cases ¢, = 0 amp (§ = 0.14) and ¢, = 0.3 amp (§ = 0.7).

In Figures 4.2(a) and 4.2(b), we see that the isolator with control is able to provide quite
good isolation at high frequency, while damping the level of vibration around the reso-
nance, contrary to the passive cases. The trade-off in damping (or damping conflict) of
PVI appears clearly. This trade-off is barely evident for SAVI with the controller consid-
ered. A common performance criterion in VI is a balance between the RMS acceleration
and the RMS deflection of the suspensicn, see [27] and [36], though, in our study, this
criterion is not so relevant (sufficient clearance space). On the other hand, a resonance of
the isolator is not desirable because it could be observed by nearby accelerometers, which
are being used for attitude control of the transportation system. As a consequence, we

define the following performance criterion

S TINS LTINS

J = pAf TP Tp AR “.1)

Fach term of the weighting represents the RMS vibration level in a specified frequency
range Af. In this study, we choose Af; = 0 — 5.8 Hz (the resonant region, since
f2V/2 = 5.8 Hz) and Afy = 0 — 50 Hz (the range of isolation). f, is fixed, p depends
on £ in PVI and on (&4, K;) in SAVI. The levels of vibration resulting from the various
aforementioned passive and semi-active cases are plotted in Figure 4.2(c), in a so-called
conflict curve. Again, we see that SAVI is subject to the damping conflict much less than
PVI. The isolation performance for the case (s = 1.25, K = 0.11)is -20dB in Af;
with only +1dB in A f;, which is better than any passive system.

Although the isolation performance of SAVI with this controller is quite satisfactory, the
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transmissibility (Figure 4.2(b)) is less good than for tonal distrbances. In the latter case,
the transmissibility of the SAVI system is very close to the passive-off system for fre-
quencies above f\/2, without any amplification below fn\/2. This deterioration in per-
formance from narrowband to broadband disturbance is in agreement with the simulation

results reported in the previous section.

4.4 Summary

The experimental results confirm that the implementation of an SA mount improves sig-
nificantly the performance of a passive mount, for narrowband as well as for a certain type
of broadband disturbance. From a performance index defined by a weighting between the
level of vibration around resonance and the level of vibration at high frequency, we can
conclude that, for the broadband disturbance studied here, SA isolation is not subject to
the damping conflict, despite the hardware limitations (especially the time delays), con-
trary to passive isolation. This constitutes a major advantage for SA isolation and fully
justifies the cost of complexity induced by an SA mount, compared to a passive solution.
It would be interesting however to extend the investigation on broadband SA isolation,
by studying various types of broadband disturbances. Moreover, it is imperative to check

that the same trend occurs for launch excitations (coloured noise).

In the single degree of freedom configuration, SA isolation performs significantly better
than passive isolation. This study has to be extended to multiple degrees of freedom
systems. The next chapter presents some preliminary results on a single axis multiple dof

system.
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CHAPTER 5 COUPLING OF A SINGLE DOF ISOLATION SYS-
TEM WITH A FLEXIBLE BASE AND A FLEXIBLE PAYLOAD

In section 1;1, we introduced the concept of vibration isolation with the single degree of
freedom (dof) isolation system. In such a model, the payload and the base are supposed
rigid. This model is idealised since in reality, most engineering structures are flexible.
In particular, in the problem of attenuation of the transmission of launch vibration loads
at the interface between the launcher and the payload, the rocket launcher is known to
have a large number of modes in the frequency range of 5-100 Hz. As ARIANE 5 is
a very flexible launcher, it has its first bending modes at as low as 1 Hz. The satellites
mounted on the launcher may also have several modes _in that bandwidth. For example,

the European satellite Envisat has its first lateral (bending) mode at 8.1 Hz.

In a first approach, considering an uncoupled problem, i.e. considering the base and the
payload as rigid, enables one to make a preliminary design of the isolation system, in term
of mechanical dimensioning as well as controller design. Once this preliminary work has
been carried out, it is necessary to verify that the isolation performance is not altered by
coupling between the modes of the rocket launcher and the satellite, and the modes of the

isolation mount.

To illustrate this problem of coupling, this preliminary study is focused on a single axis
isolation system. The aim of this chapter is to study the system composed of the base, the
isolator, and the payload, and to compare an uncoupled model of this system, where the
base and the payload are rigid (Rigid Base and Rigid Payload: RBRP), as shown in fig-
ure 5.1(a), with a fully coupled model of the system, where the base and the payload are
flexible (Flexible Base and Flexible Payload: FBFP), as shown in figure 5.1(b). However,
to separate the different effects of base and payload, we investigate first separately a rigid
base with a flexible payload (called RBFP, see section 5.2), and then a flexible base with
arigid payload (called FBRP, see section 5.3).
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Figure 5.1: Two approaches of the single axis isolation system.

The isolation mount in the RBRP configuration considered here has a natural frequency
of f, = 3 Hz (ko = miwn, w, = 27f,), and both passive and active skyhook damper
isolation are investigated. Refering to figure 5.1, a passive isolation system corresponds
to the case where F, = 0 (system in open-loop), whereas a purely active isolation system
corresponds to the closed-loop system where co = 0. The modes of the base and the
payload have a damping ratio of 0.001, which is typical of lightly damped structures in
space applications (use of carbon fibers composites and so on), and their natural frequen-

cies are respectively chosen to be 5 Hz and 8 Hz respectively, i.e /£ /my = 275 and

\ka/mo = 278,

It is important to note that considering a realistic 6-dof isolation mount (or more if we
consider internal modes such as strut modes), a finite element model of the launcher and
the satellite would be necessary in a final stage of this study, and could finally lead to
different conclusions than those that are drawn in this chapter. However, considering
a single axis isolation system is helpful to understand the major concepts of vibration

isolation of flexible systems.
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5.1 The uncoupled model (RBRP) and the dimensioning

First of all, let us review some basic concepts inherent to the single dof isolation problem.
In section 1.1, a single dof isolation system where the base and the payload are rigid
was considered. Passive isolation (figure 1.1) as well as active skyhook damper (figure
1.4) isolation were introduced. In this chapter, the subscripts refering to the base and the

payload are respectively “1” and “2”.

By varying the damping ratio of the isolator mode, the inherent trade-off of passive iso-
lation has been discussed. On the other hand, the well-known active skyhook damper
control strategy avoids this trade-off by adding some active damping to the isolator mode,

without altering the performance of isolation at high frequencies.

Thus, in order to attenuate vibration by 12 dB above 5 Hz, a suitable spring rate has to
be chosen appropriately. For the active skyhook damper control strategy, with a feedback
gain Cey = 2mw, (critical damping), the active mount attenuates by 12 dB from a fre-
quency above fu;: = 1.73 f,. To achieve attenuation from 5 Hz upwards, the spring rate
has to be such that the natural frequency of the isolator is at most 2.9 Hz. However, as
shown in chapter 3, providing skyhook damping by a semi-active rather than active isola-
tion system, fg is greater than 1.73 f, by a small amount (fq, = 2.33 fr). Taking into

account the considerations of chapter 3, a natural frequency of 2 Hz would be acceptable.

This concept of a compliant mount recalls an old idea in vibration isolation that was dis-
cussed by Den Hartog in [S1]. Den Hartog answers his own question “ ... how do we
have to design the main spring [of an automobile] for maximum riding comfort... ?” with
the answer, “the spring has to be made as soft as possible...”. This assertion, which was
related to passive suspension, is still valid if we consider active damping of a suspen-
sion system. It is worth to noting, however, that active isolation has other capabilities
than damping, such as active softening (see [52] for example). Nevertheless, providing

isolation by a compliant mount remains of great interest.

A major constraint in the lower bound of spring rate for isolation is the static defiection.
As has already been stated, a natural frequency of 2 Hz would be optimal if we take into
account the performance of semi-active control using MR dampers. However there is a
major limitation because of the quasi-static acceleration (due to the thrust of the launcher)

during the flight: the associated quasi-static deflection (which is mainly longitudinal, -
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along the thrust direction) may be too large. This defelection is given by

m{7 G
(T2 - )4 =7 = 2 (5.1)

where z, and z; are the payload and base axial displacements, m the payload mass, k the
axial stiffness of the isolating mount, w, the axial natural frequency of the mount with the
payload and G is the quasi-static acceleration. The maximal quasi-static acceleration is
around G = 4gg, where gg is the constant of gravity. It follows that

MAaT A 490
(2 = 21 )it = g2 (5.2)

If f, = 2 Hz, we obtain (z2 — Z1)5a, = 25 cm, which is too large when we consider
that the final isolator in the launcher has to be included in a volume that is not more than
50 cm high. As a consequence, a natural frequency of 3 Hz would be more reasonable,
since it induces a deflection in the order of 10 cm. The MR damper stroke is theoretically
unlimited, whereas it may be more difficult to design springs that accept such a deflection.

This point will be considered further later.

5.2 Rigid Base Flexible Payload sytem (RBFP)
5.2.1 Definition of the model and formation of the equations

In order to see the influence of the payload mode on the isolator transmissibility, the
uncoupled mode! of figure 5.2(a) and the coupled model of figure 5.2(b) are compared.

The following parameters are used:

‘
Mg+ M3 =M

m3 = Mg
Ws = Wnp
{ by =k = mw? (5.3)

co = 2oty

2
kg = M3z

Cy — 25377’1.&)3
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where u3 = 0.3. As already said, &5 = 0.001, f3 = 8 Hz, and f, = 3 Hz. §; is chosen
in this study to be arbitrarily 0.1 (which would correspond to an isolation system using a

MR damper in its passive mode, at zero current).

In this chapter, we use state-space forms of the motion equations. We define the following

notation convention:

a;,; an i x j matrix, each element of which equals « (usvally o = 0 or 1),

® O = Ok

I}, is the identity matrix of dimension £,

t is the tfransposition operator.

In order to make the presentation more compact, we synthesize the two problems of pas-
sive and active isolation as a unique problem where the passive isolation problem is treated
as the system in open-loop form (F, = 0), whereas the active isolation is the problem in
the closed-loop form. We consider the problem where £, = 0.1, even when it deals with
active isolation. Refering to figure 5.2, this means that we do not consider the purely ac-
tive isolation problem. However the following conclusions that are drawn remains valid
for a purely active isolation problem. Moreover, this configuration is closer to the prob-
lem of semi-active isolation with MR dampers since these devices have residual damping

at zero current (see chapter 3).

Defining the displacements w; = z; — z1 , ¢ = (2, 3], relative to the base displacement,

and the vector of relative displacements w = [ws ws]’, the equations of motion of the
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system may be expressed as
M+ Cw+ Kw=—M1y:271 + AF, (5.4)

where A = [1 0]° gives the position of the actuator, and the mass, damping and stiffness
matrices are, respectively,

mge O e+ g —C ko 4+ ks —k
M= 2 ’ C= 2+ C3 3 ’ K= 2 3 3 (5.5)

0 ms —c3  C3 —k3 k3

Defining the state vector as = = [w %}, the output vector as y = [, Z3], the controlled
input as « = F, and the disturbance input as %1, the state-space form of the equation of

motion 5.4 is given by

$3A$+BU+E$1
yszw+Du+F33'1

0 I 0 0 5.6
4= 2 2 B 2,1 CEB- 2.1 (5.6)

MKk Mt |’ M™A —123
C’y:[—M“IK _M-lc], D;[M—IA:I, F=[02,1}

The active control strategy considered in this chapter is the active skyhook damper con-
trol. The controlled output &, is fed back through a integrator and multiplied by a gain
Coky. Thus, the controller transfer function is K, = —%’EV- (acceleration feedback). We

define the active damping ratio as ey = ;7"5:, as in section 1.1.

The Laplace transform of equation 5.6 enables one to derive the transfer matrix between

inputs and outputs, expressed as

Y (s)=G(s)U(s)

(5.7)
with G (s)=Cy(sI—A)'E+ D,

which in our case is a (2,2) matrix. We are interested in particular in the two following
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tranfer functions:

e between the disturbance input Z; and the ouput @5, (payload base), which is the

transmissibility of the isolator,

o between the disturbance input Z; and the ouput 5, which represents the response

of the payload mode.

Defining G;; as the transfer function between Z; and 7, the two above transfer functions

are
G {s) _ ABI(S (5.8)
Ga(s) | | B

Note that they have a common denominator 1)(s), so they have the same poles. The
formula 5.7 enables one to compute the fifs easily, but it becomes more difficult to derive
the transfer functions when the number of dofs increases. Here, for the passive case, the
analytical transfer functions have been found directly from the equations of motion. In
the case of the open-loop system (passive isolation), the numerators and the denominatof

are

NGE () = (26owas + w5) (87 + 263w3s + w3)
NG (5) = (26was + wi) {265wss + wF)
DOL () = (5% + (26ws + 2uabaws) s + (w3 + paw3)) (8% + 26swss + w3)
— 13 (s +w3)”

(5.9

5.2.2 Comparison i)etween the uncoupled and the coupled models

To compare the uncoupled and the coupled models, and investigate whether the isolation
performance is deteriorated by any coupling between the isolator mode and the payload

mode, we can compare the isolation transmissibility (G21) and the payload response (Gar).

5.2.2.1 Comparison of isolation transmissibility

Here we focus on the transmissibility of the isolator in both open-loop (passive isolation)

and closed-loop (active isolation) forms, comparing the cases of:
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e the uncoupled model: isolator with a rigid payload, as a reference case that was
studied in 1.1. The passive transmissibility is denoted by H, ¢ and the active trans-

missibility is denoted by H_,,

e the coupled model: isolator with a flexible payload. The passive isolator trans-
missibility is denoted by G5 (defined analytically in equation 5.9) and the active

isolator transmissibility is denoted by G5~

where the reference transmissibilities are (see section 1.1)

2y
pr_TzzitL
ref — s% _ 283

%4-“284-1

B, (5.10)

a J——
ref T 2! £ HE
F L AL S|

w3 wz

The Bode diagrams of the different transfer functions and their pole-zero locations are

shown in figure 5.3.

In figures 5.3(a) and 5.3(b), we can see that the isolator transmissibility is substantially
modified around the frequency of the mode of the payload. In particular, the apparition
of an antiresonance at 8 Hz followed by a mode at a slightly higher frequency (9.3 Hz for
the passive isolation, and 8.6 Hz for active isolation) is clear. The features of Gl and

G are described below:

e The antiresonance is visible on the pole-zero map by two complex conjugate zeros.
As described in [37], the antiresonance frequencies corresponds to the frequencies
of the modes of the system where the output is constrained (fixed dof). An an-
tiresonance means indeed that whatever the amplitude of the input at that particular
frequency, the amplitude of the ouput is zero (or close to zero). In our case, con-
straining the ouput %, leads to an antiresonance at the frequency of the payload
mode, the payload being clamped at its base, that is to say at ws, which can be ver-
ified by the frfs of GO and G§F (f; = 8 Hz), and analytically in NS, cf equation
5.9. The phase changes by 180 deg at the antiresonance.

e The second mode of G§ appears at 9.3 Hz. The associated complex conjugate
poles are very close to the pair of zeros. Note that their relative position is deter-

mined by the mass ratio y3. Concerning GSL, it is worth to noting that for gy = 1,
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the damping of the second mode is maximized since the associated poles (triangles)
are on the left part of the circle of the root locus. We can see on the Bode diagram
that this mode is much more damped with active isolation than with passive isola-
tion. This means that the actuator has some control authority on the payload mode
in the RBFP case, which is not the case in the FBRP configuration (see next sec-

tion).

e The other pair of poles correspond to the suspension mode. Concerning G9L, this
mode is nearly the same as that for the coupled model. As regards G", the associ-
ated real poles (equal in RBRP with £, = 1, at the intersection of the half-circle
and the real axis) move slightly on the left and right (triangles on the real axis).
As a result, the mode becomes slightly overdamped. To have critical damping, the

. feedback gain should be changed such that £gy = 0.885.

e A real zero far from the imaginary axis is present (zs = —ws/ (2£2)), see equation
5.9). On the Bode diagram, it is visible (not represented here) at very high frequen-
cies with a change of +20 dB/dec of the roll-off slope and of +90 deg of the phase.

Finally, a zero equal to zero appears due to the pure integrator in the feedback loop.

As regards the passive isolation, it can be concluded that the main change in G$ that
could be important in a passive isolation system is that the transmissibility of the isolator
is nearly equal to 0 dB at 9.3 Hz, which means no isolation. However, if we consider that
the mode of the payload is changed from 8 to 9.3 Hz, we can consider that its level is
substantially decreased and that the isolation system plays its role. This is verified in the

next part (comparison of G$).

5.2.2.2 Comparison of the payload response

Here we focus on the response of the payload, in both open-loop (passive isolation) and

closed-loop (active isolation) forms, comparing the cases of:

o the uncoupled model. The responses of the payload with passive and active isolation

H P a
are respectively I}, and H7 .,

e the coupled model. The responses of the payload with passive and active isolation

are GQL (equation 5.9) and G§;F.
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H ::ayl and H}, , are obtained by multiplying the payload transfer function and the transfer

functions of the passive and active isolators (defined in 5.10)

v -
H E“Hpayl*Hpgf

pay T
e _ a
Hpayl - Hpﬂyl * Href (511)
h 234+
with Hypyp = ——5——
Pl T LIS

3

Again, there are some notable differences between the uncoupled and the coupled model.
In particular, as regards active isolation, if we compare the 2 frfs without and with the
isolator, we can see in figure 5.4(b) that, for the coupled model, the peak response of
the payload mode is decreased by 57 dB (antiresonance + shifted payload mode effect),
whereas the uncoupled model predicts an attenuation of 18 dB only around 8 Hz. We
might conclude that, not only does the skyhook damper control with f, = 3 Hz attenuate
vibrations above 3 % 1.73 = 5.19 Hz of at least 12 dB, but also provides much more atten-
uation at the frequencies of the modeé of the payload!? This type of conclusion is to be
taken cautiously, however, because we deal here with a very simple model. A real system
would probably behave differently. However, according to [37], it is assured that there is
alternance between poles and zeros if frequencies of the payload modes are higher than
that of the isolation system. This altermance is the cause of the improved efficiency of
the control aforementioned. It would be interesting to see if this effect occur in a more

realistic system.

5.3 Flexible Base Rigid Payload sytem (FBRP)

In this section, we carry out the same type of study as in the previous section, considering

now a flexible base, due to a launcher mode, and a rigid payload.

lat least of the modes that the actuator has a control authority on, which could be due to the fact these
modes are observable/controllable at the interface between the isolator and the payload
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53.1 Definition of the model and formation of the equations

In order to see the influence of the launcher mode on the isolator transmissibility, the
uncoupled model of figure 5.5(a) and the coupled model of figure 5.5(b) are compared.

The following parameters are used

.
my = thm

Wag = Wp
Co = 2E31MHug

— 2
k} = MWy

L A1 = 28 myun

recalling that with the uncoupled model, a mount stiffness k& has been chosen such that
w? = £ where m is the payload mass. Here p; = 10: the base is much more massive
than the payload. This assumption is reasonable in the launcher configuration (ARIANE
5 has a mass of around 500 tons, the satellites are typically of several tons). As already

said, & = 0.001%, f; = 5 Hz, and f, = 3Hz.

Defining the displacements w; = z; — a1 , i = [1,2], relative to the base displacement,
and the vector of relative displacements w = [w; ws]’, the equations of motion of the

system may be expressed as
M+ Cuir + Kw = —M1g120 + AF, (5.13)

where A = [—1 1]° gives the position of the actuator, and the mass, damping and stiffness

matrices are, respectively,

0 +cy — ki +k —k

M = LS ) = Cy 2 Ca ’ K= [ 1 2 2 (5'14)
0 m —Co Co I ko

Defining the state vector as x = [w w]*, the output vector = . = {2} %3], the controlled

input as u = F, and the disturbance input as g, the state-szace form of the zquation of

Znote that ARIANE 5 contains many dissipative elements, the damping of some modes may be higher
than 0.001

93



K
2 A 19
=S m '
o]
=%
e ¥
&
§ w2 I O-[%
A
2
a m ‘$2
= 4
f=" ma il
...... .
‘5‘ ¥ ';%
= e — K =]
5 ke (Foye{ -] 5
2 == k1 €1
4 A
base veer :E]- B - ﬂ';'[)
(a) Uncoupled model (RBRP) {b) Coupled modet with a flexible base
(FBRP)
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motion 5.13 is given by

= Axr+ Bu+ By
y=Cyz + Du+ Fi;
where
0, I 02, 02,1 (5.15)

A= , B= :
~M-IK —MTIC M-1A ~1a,

¢,=[ -k —mic], D=[Ma], F=|oy]

Again, we define G; as the transfer function between #; and ;. Here the isolator trans-
missibility G can not be derived from the state-space form because both %7 and z5 are

inputs. As a consequence, we find G, as

Goy = (5.16)

G

where Gop and Gy are computéd numerically from the state-space model according to

the formula 5.7.
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5.3.2 Comparison between the uncoupled and the coupled models

To compare the uncoupled and the coupled models, and investigate whether the isola-
tion performance is not deteriorated by any coupling between the isolator mode and the
launcher mode, we can compare the isolation transmissibility (G3;1) and the payload re-
sponse (Gap). On the other hand, the base mode may be analysed with and without the
isolator in order to see if the introduction of an isolation system disturbs the base mode,

which could be a sign of a potential risk of disturbance of the launcher®.

5.3.2.1 Comparison of isolation transmissibility

The isolator transmissibilities (passive and active) for RBRP (equation 5.10) and for
FBRP (equation 5.16) are identical: a flexible mode of the base does not change the
isolation transmissibility. This can be explained for the passive case as follows. Let us
consider the expressions 5.9 stated for the RBFP configuration. In the passive case, the
RBFP and FBRP configurations are equivalent (2 dof systems) by replacing the subscripts
3,2, 1 by respectively 2, 1, 0 in 5.9 and the expression of (G31 can be derived as

_ Ga — Nao D _ Ny
Gax Chy J

N
. (251w13+w%) (2§2W2 51‘?'“’% L 5.17
= Gtnenad) (Fvitnceo o) 17

1 s+w22

524-28zwa s+

which is indeed the passive reference transmissibility (RBRP).

Thus the isolator transmissibility for the FBRP case is the same as that for the RBRP case.
This is not the case for RBFP, as seen in the previous section. In fact, the explanation is
obvious: for FBRP, by definition of transmissibility between x5 and 1, the motion of
w1 is imposed. The presence of a mode associated to z; has no effect on this imposed
motion. On the contrary, for RBFP, the fact to impose the motion of z; does not impose
any restriction to the masses my and mj3 to resonate..

With the same sort of argument, we can think that the frf of (Gap has two modes (isolator

3what might be particularly critical is that the accelerometers used in the control loop of trajectory of the
launcher are located under the payload attach fitting (at the moment, a rigid conical structure, which would
be replaced by an isolation system). As a consequence, the introduction of low frequency modes due to the
isolator could disturb the trajectory control.
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and base) and possibly some coupling effects of the two modes. This is verified in the

following paragraph.

5.3.2.2 Comparison of payload response

Figure 5.6 shows the payload response G obtained by the coupled and uncoupled mod-
els, for both passive and active isolation. The results of the coupled and uncoupled models
are very similar except at the vicinity of the modes where there are some slight differ-
ences. Again, these differences are due to the appearance of two antiresonances or two
pairs of poles that can be seen in the pole-zero diagram 5.6(c). In figure 5.6(b), the un-
coupled model predicts an attenuation of 12 dB at 5 Hz whereas the coupled model gives

an attenuation of 34 dB.

Finally, we can notice that the loop of the second mode in the root locus 5.6(c) is much
smaller than in the RBFP configuration. This is due to the difference of mass ratios in
the two cases (3 = 0.3 whereas up = 10). The mass involved in the base mode is much
larger. Asa consequénce, the control anthority (active damping) of the actuator is inferior

than in the RBFP case.

5.4 Flexible Base Flexible Payload system (FBFP)

Let us consider finally the fully coupled analysis taking into account the structural re-
sponse of both base and payload. The uncoupled modei of figure 5.7(a) and the coupled
model of figure 5.7(b) are compared. The default used parameters are those in the two

previous sections.

5.4.1 Definition of the model and formation of the equations

Defining the displacements w; = z; — 1 , ¢ = [1,2, 3], relative to the base displacement,
and the vector of relative displacements w = [w; wy T.Ug]t, the equations of motion of the

system may be expressed as

M+ Cb + Kw = —M14,%; + AF, (5.18)
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where A = [—1 1 0] gives the position of the actuator, and the mass, damping and stiff-

ness matrices are, respectively,

m;y 0 0 a+e - 0
M=| 0 m2 0 |, C= —cy Catez -3 |
0 0 m3 0 —Cc3  C3
(5.19)
ki +ke —ko 0 |
K= —ky kot ks —ks
| 0 ks ks

Defining the state vector as = = [w w]*, the output vector as y = [¢1 3 i, the controlled

input as u = F, and the disturbance input as 7, the state-space form of the equation of
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motion 5.13 is given by

&= Az + Bu+ Exy
04 I 03,

0 5.20
e Che gl G| 620
~M-K -M-1C MIA ~13,

¢,=[-mk —m7c|, D=[ma], F=[os]

Again, we define G; as the transfer function between &; and %; and derive the isolator

transmissibility G as in equation 5.16.

5.4.2 Comparison between the uncoupled and the coupled models

The difference between the frfs obtained from the uncoupled and the coupled models are
very similar to those described in the two previous sections. The effects occuring in the
problem of FBFP are just the addition of the effects of RBFP and FBRP problems. In
particular, it is observed that the isolator transmissibility is not affected by the addition of
a base mode whereas it is by the addition of a payload mode. In figure 5.8, we can see the

three loops corresponding to the three modes associated to the base, isolator and payload.

5.4.3 Comparison with and without isolation

In figure 5.9, the fifs of Gsp with both passive and active isolation are shown, and com-
pared with the case without isolation. The case without isolation is simulated by stiffening
the interface between the base and the payload (i.e. stiffening the isolator) such that the
features of the isolator become®: f; = 30 Hz and &; = 0.001.

Again, we can remark in figure 5.9(b) that the actuator has more control authority on the
payload mode (48 dB of attenuation) than on the base mode (34 dB of attenuation) because

of the mass ratios. It is again remarkable that those attenuations are more important due

4the current interface in the launcher is a stiff payload attach fitting in fiber carbon with an axial natural
frequency of 30 Hz
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to coupling effects than what is predicted with a uncoupled model: 34 dB instead of 12
dB at 5 Hz and 48 dB instead of 17.6 dB at 8 Hz.

The response of the base dof (G19) may be quite interesting as well. Its frfs in both passive
and active isolation configurations are shown in figure 5.10. We see that the resonance
associated to the launcher/payload interface does not appear clearly for an isolating (soft)
interface contrary to the case where the interface is stiff. Moreover, we clearly see the
ability of the isolation system to decouple the base and the payload structural responses:

for an isolating interface, the payload resonance does not appear in the frf of G1y.

To further illustrate this decoupling effect, the frfs of G3 and G1g, without and with active
isolation, in a case where the base and the payload have coincident natural frequencies at
8 Hz, which is a case of maximal coupling effects when there is no isolation, are shown in
figure 5.11. In the case where there is no isolation, the two coincident modes are changed
and their resonance appear on both sides of 8 Hz, which is a typical coupling effect. By
inserting an active isolation system at the interface of the base and the payload, this effect
is cancelled and each structure recovers its original properties. This decoupling effect is
one of the objectives of an isolation system in the launcher. With such a function, the
studies of coupling between the launcher and the payload structures that are currently
carried out before each flight® might be avoided, thus enabling the launcher operator to

reduce its costs and time delays.

5.5 Summary

This chapter has dealt with the question of coupling effects between a flexible base, a
soft isolation system and a flexible payload. This problem may be of crucial importance.
Actually, in a first approach, the design of a passive, active or semi-active isolation system
is carried out with the assumption that the base and the payload are rigid, which is called
the uncoupled model of the system. This assumption is very helpful to determine a starting
point for subsequent work: the mechanical configuration of the isolating structure as well
as the primary function and so the primary structure of the controller. In this study, the

concept of a soft semi-active isolation system (and in a first analysis of a soft active

Shecause each satellite and even nearly each launcher have different properties from one flight to another
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isolation system) rests on the fact that the isolation at high frequency is provided by a
soft spring rate while the semi-active (or active) controller provides a strong attenuation
of the resonance of the isolation system at low frequency, which entails a transmissibility
of 1 at low frequency, or even a slight attenuation. Such a control can be achieved by
the well-known skyhook damper strategy, in SISO or multi-SISO control, or by modern
control approaches such as LQG in MIMO control.

Under the ﬁncoupled model assumption, once a design of both the mechanical structure
and the controller of the isolation system are defined, some criteria regarding perfor-
mance, stability and eventually robustness must be addressed: are the performance, sta-
bility and robustness still guaranteed if a fully coupled model of the system is considered,

i.e. a flexible base and payload?.

To illustrate this problem, a single axis system composed of a 1 dof isolation system, 1 dof
base and 1 dof payload was considered, taking into account mass, stiffness and damping
that are somewhat typical in a launcher configuration. In the single axis configuration, it
was shown that the coupling effects are conservative, i.e. that the performance of isolation
are not damaged. On the contrary, it seems that the attenuation provided by the isolation
system may be even improved locally, around the modes of the base or the payload, due
to the appearance of antiresonances very close to these modes and the contro! authority
of the actuator on these modes. This appearance of antiresonances is intrinsic to multi-
ple dof structures due to the properties alternating poles-zeros structures. Because of the
typical mass ratios between the base and the payload, performance improvements due to
the alternating poles-zeros effect are particularly true for payload modes. It would be
wrong to generalise those observations to a 6 dof isolation system implemented in a
launcher because then, the problem is much more complex. However a particular
attention has to be paid to see if such effects occur. Moreover, an aspect has not been
studied here. Indeed, the presence of modes in connected structures can reduce stability
margins, in the case for example where a payload mode contributes to the signal that is
fed back. Even if semi-active control is said to be intrinsiquely stable, because of the pas-
sivity constraint, this sort of effects could probably deteriorate the isolation performance.

Particular attention on this aspect will have to be paid.

Finally, a property of decoupling by isolation, that is bound to exist in a 6 dof isola-

tion system with a flexible launcher structure and a flexible payload, has been noticed in
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the single axis configuration. The isolation system being soft, it tends to decouple the
connected structures, making them independent from each other. With this function of
decoupling of the isolation system, the studies of coupling between the launcher and the
payload structures that are currently carried out before each launch might be avoided, thus

enabling the launcher operator to reduce costs and time delays.
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CONCLUDING REMARKS

The launch is one of the most severe environments that a spacecraft is subjected to during
its lifetime. In this context, whole-spacecraft vibration isolation of axial and lateral loads

in the frequency range of 5-100 Hz using smart materials is studied.

Passive isolation systems have been used for a long time because of their simplicity, but
they have two major drawbacks. Firstly, they are subject to a stiffness conflict, in so far
as there is a trade-off between good isolation at high frequency and limitation of quasi-
static deflection. Secondly, there is a conflict in the demand for damping, which consists
in a trade-off between isolation at high frequency and control of suspension resonance.
Although an active vibration control system is not subject to these trade-offs and has
better performance than the best possible passive systems, they are generally more costly,
more complex, are potentially unstable and therefore are often less reliable than passive

systems.

An alternative to those concepts of vibration isolation is offered by semi-active systems,
among which those using controllable damping devices. For tonal vibration, semi-active
damping is not subject to the damping conflict, which constitutes a major advantage over
passive systems. For broadband disturbances, the performance is more controversial and
this report is partly dedicated to this problem. The stiffness conflict exists also for semi-
active damping control. For the launch vibration isolation problem, this leads to a trade-
off between clearance space and vibration isolation. With the current knowledge of the

problem, the isolator natural frequencies should be between 3 and 8 Hz.

Among controllable damping devices, Magneto-Rheological dampers have undeniable
advantages such as continuously variable damping, simple geometry (no movable parts),
and improved bandwidth. However, their behaviour is highly non-linear. Their modeling
is necessary for realistic simulations of semi-active control, but this is a hard task. This
report presents a phenomenological model, consisting in a non-linear viscous element
(three parameters), in series with' an elastic element (two parameters). The identification

procedure is presented and the model is compared to the experimental measurements for
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sinusoidal motions. There is a good correlation (less than 10% error) in the ranges of

currents and frequencies that concern the application of control.

Once a correct model of the MR damper is available, the simulation of semi-active control
using an MR damper is possible. This report is dedicated to the single degree-of-freedom
isolation problem. The sifnulations have two main goals. The first one is to have a phys-
ical insight on the limitations of performance of SA control. By simplifying the problem
using an idealised controllable damper model, it was possible to determine limiting factors
of performance, which are the minimum damping ratio, the maximum damping ratio, and
the response time of the damper. By optimising the mechanical and control parameters of
the SA mount, it was possible to determine a satisfactory design for the experimental rig
implemented. Moreover, a major result has been found: the deterioration of performance
generally observed for broadband disturbances (compared to narrowband disturbances) is
not due to the way SA control inherently operates, but to the various time delays present in
controllable damping devices. In other words, this deterioration is not due to the control

itself but to the actuation technology, which can be improved.

The second goal of the simulations is to predict the controller, i.e. the control strategy
and the control parameters, prior to an experimental investigation. These simulations
were useful because there does not exist any theory of semi-active control, contrary to
linear active control. Through simulations, an interesting controller has been determined,
so-called clipped continuous control with a force feedback loop, which performs much
better than clipped on-off methods. Its performance has been tested experimentally for
tonal as well as broadband disturbances. The broadband tests confirm that the implemen-
tation of a semi-active mount improves significantly the performance of a paséive mount.
In particular, we conclude that, for the considered broadband case, with this controller,
semi-active isolation is not subject to the damping conflict, despite the technological limi-
tations (especially the time delays), contrary to passive isolation. This constitutes a major
advantage for semi-active isolation and fully justifies the cost of complexity induced by

an SA mount in a single degree of freedom system.

This study has to be extended to multiple degrees of freedom systems. In real systemns,
the multiple degrees of freedom come from the nearby structures that we want to isolate,
which are flexible structures, or from the multiple degrees of freedom of the isolation

system itself, and generally from both structures. This report ends with some preliminary
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results on a single axis multiple dof system. This study tends to show that the assumption
of rigid adjacent structures is quite satisfactory in a first approach, since it gives conser-
vative performance of isolation. However, the presence of modes in connected structures
can complicate the control problem and reduce stability margins in an active case. Even
if semi-active control is said to be intrinsiquely stable, because of the passivity constraint,
this would probably result in a deterioration of isolation performance. Particular attention

on this aspect will have to be paid.
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