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When binaural sound signals are presented with loudspeakers, the system inversion involved gives
rise to a number of problems such as a loss of dynamic range and a lack of robustness to small errors
and room reflections. The amplification required by the system inversion results in loss of dynamic
range. The control performance of such a system deteriorates severely due to small errors resulting
from, e.g., misalignment of the system and individual differences in the head related transfer
functions at certain frequencies. The required large sound radiation results in severe reflection which
also reduces the control performance. A method of overcoming these fundamental problems is
proposed in this paper. A conceptual monopole transducer is introduced whose position varies
continuously as frequency varies. This gives a minimum processing requirement of the binaural
signals for the control to be achieved and all the above problems either disappear or are minimized.
The inverse filters have flat amplitude response and the reproduced sound is not colored even
outside the relatively large “sweet area.” A number of practical solutions are suggested for the
realization of such optimally distributed transducers. One of them is a discretization that enables the
use of conventional transducer units. ZD02 Acoustical Society of America.
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I. INTRODUCTION contain large errors around ill-conditioned frequencies.
A. Introduction Regularization is often used to design practical filters but this
) 3 ) also results in poor control performance around those fre-
Blnaural _technolog’y IS often used to_ pr_esent a y|rtual quencies. Sound radiation by transducers in directions other
acoustu_: environment to a Ilsten_er. The pr|n<_:|ple of this teCh'than that of the listener can be very large and this results in
nology is to control the sound field at the listener’s ears so

. . . severe reflection and degrades control performance. Further
that the reproduced sound field coincides with what would be 9 b

L : ' analysis with a more realistic plant matrix, where the sound
produced when he is in the desired real sound field. One wag_ . , .
of achieving this is to use a pair of loudspeakéectroa- |gn§Is are, controllgd at a listener’s ears in the presen;e of
coustic transducerat different positions in a listening space f[he Illsteners bodypinnae, head, ef;.demonstrates that th'sf
with the help of signal processing to ensure that appropriaté Still the case. Such problems are often noted as noise,
binaural signals, which contain all the spatial information,dismrtion’ fatigue of transducers, loss of directional and spa-
are obtained at the listener’s e&r€.Then the listener would tial perception, and coloration.
experience an extremely realistic three dimensional sound The investigation has resulted in the proposal of a sys-
environment. tem concept that we refer to as the Optimal Source Distribu-
One of the objectives of this study is to investigate ation (OSD). The OSD system overcomes these fundamental
number of problems that arise from the multichannel systenproblems by means of a conceptual pair of monopole trans-
inversion involved in such binaural synthesis over loud-ducers whose span varies continuously as a function of fre-
speakers. A basic analysis with a free field transfer functiomquency. The underlying theoretical principle is described in
model illustrates the fundamental difficulties that such sysdetail. The significance is that all of the above problems that
tems can have. The singular value decomposition helps tgre associated with the multichannel system inversion are
understand the role of the inverse filters more intuitively. Thesplved by using this principle. The limitations with this prin-
amplification required by the system inversion results in l0sgjple are also made clear in terms of the operational fre-
of dynamic range. The inverse filters obtained are likely toquency range. Several examples of practical solutions that
can realize a variable transducer span are also described. One
@Portions of this work were presented in “Optimal source distribution for of them is the discretization and it enables the use of con-
‘é'g;z?%‘;“:ﬁfengg‘ngd”EL?SS:_”SES ggg'(i 134_0éhD"gii“ﬁ:‘ge?fztggécﬁﬁggr'yentional transducer units and crossover filter networks with
Beach, California, and published in “Optimal source distribution for bin- Only a little decrease in performance from theoretical limit.
aural synthesis over loudspeakers,” Acoustic Research Letters Qaline The practical system realized has a very good performance
7-12(200). ver a wide frequency range.g., over the whole audible
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FIG. 1. Block diagram for multichannel sound control with system
inversion.

B. Principles of binaural synthesis over loudspeakers

System inversion is often used for multichannel sound
control including binaural reproduction over loudspeakers.
The principle of such systems is described below with
2-channel case as an example and is illustrated in Fig. 1. TheFIG. 2. Geometry of a 2-source 2-receiver system under investigation.
objective of the system is to feed to each ear of the listener
independently the binaural signals that contain spatial inforr R=CH. (4)

mation Of. sounq as well as the §|gnals associated with th‘?‘he inverse filter matri¥d can be designed so that the vector
sources in a virtual sound environment. However, when

w is a good approximation to the vectdrwith a certain

Ioudspgakgrs are used for this purpose, eaqh IOUdSpea!(gélay?'g When the independent control at two receivers is
feeds its signal to both ears. There is a matrix of acoustic . . . .
8rfect, the matrixR becomes the identity matrik How-

paths between the loudspeakers and the listener’s ears, aR . ) .
this can be expressed as a matrix of transfer functiptat ever, various factors introduce errors into the process. When

. . . errors are present, the diagonal term of the ma®izhows
matrix). Independent control of two signalsuch as the bin- ) . . o
. . the portion of desired signal transmission and the other terms
aural sound signalsat two receivergsuch as the ears of a
. : . . are the cross-talk components.
listene) can be achieved with two electroacoustic transduc-
the transducers wih the imverse of the wandier function mal ANALYSIS WITH A EREE FIELD MODEL AND THE
. . . .aSINGULAR VALUE DECOMPOSITION
trix of the plant. This process is also referred as system in- . _ .
version. The signals and transfer functions involved are de- A simple case involving the control of two monopole
fined as follows. Two monopole transducers produce sourcgeceivers with two monopole transduceisourceg under
strengths(volume accelerationsdefined by the elements of free field conditions is first considered here in order to un-
the complex vectov=[r,(jo) v,(jo)]". The resulting derstand the physics underlying binaural synthesis over loud-
acoustic pressure signals are given by the elements of trgpeakers. The fundamental problems with regard to system

vectorw=[w;(j ®)W»(jw)]". This is given by inversion can be illustrated in this simple case where the
effect of path length difference dominates the problem. The
w=_Cv, @ singular value decomposition helps to understand the role of

the inverse filter matrix more intuitively, since it decomposes
between sources and receiverEhe two signals to be syn- the matrix into multiple parts and each of these has a simple

thesised at the receivers are defined by the elements of tmpysical _role. A matrix of Head Related Transfer Functions
complex vectod=[d,(jw) dy(jw)]". In the case of audio (HRTFs is alsp z?malyzed in t_he later section as an exampl'e
applications, these signals are usually the signals that woul@l @ more realistic plant matrix. In such a case, the acoustic
produce a desired virtual auditory sensation when fed to th&eSPonse of the human bodginnae, head, torso, and sojon

two ears independently. They can be obtained, for exampl%!sf) comes to affect the problem. However, the fundamental
by recording sound source signalswith a recording head ifficulties inherit to such systems can still be seen predomi-

(e.g., a dummy headr by filtering the signalsi by matrix nantly.

of synthesised binaural filter. A. Inverse filter matrix
Therefore, a filter matribd which contains inverse fil-

ters is introducedthe inverse filter matrixso thatv=Hd,

whereC is the plant matrix(a matrix of transfer functions

A symmetric case with the intersource axis parallel to
the inter-receiver axis is considered for an examination of the

where | | ull _
basic properties of the system. The geometry is illustrated in
Hiu(jo) Hijow) Fig. 2. In the free field case, the plant transfer function ma-
T Hy(jo) Holjo) (2)  trix can be moq:lzlled as }
| —
and thus _Po e . Y, e | 2/|, 5
CHd (3 amle e, el
w= .

where an &' time dependence is assumed with w/cy,
For convenience in later analysis, we also define the contrand wherepy andc, are the density and sound speed. When
performance matriR given by the ratio of and the difference between the path lengths con-
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necting one source and two receivers are definedgas 30
:|1/|2 andA|=|2—|1,
25

poe—jkll 1 ge—jkm
- 4ml, | ge KA 1 ® <0
Now consider the case dB 15}
:;meﬂkh[oﬂjw) @ 1o}
47ly Da(jo))’

i.e., the desired signals are the acoustic pressure signal
which would have been produced by the closer sound sourct ¢
alone whose values are eithBr(jw) or D,(jw) without
disturbance due to the other soufceoss-talk. This normal- -5
ization enables a description of the effect of system inversion
as well as ensuring a causal solution. The elemenk$ cén

-10

be obtained from the exact inverse®fand can be written as kArsin@ (xn/2)
1 1 —ge ik . . . _ _
H=C 1= ' (8) FIG. 3. Norm and singular values of the inverse filter maltfias a function
]__g2e*21|ZK _ge—lkAI 1 of kAr sin 6.

When I>Ar, we have the approximatiol\l~Ar siné@
where®=24 is the source spathence &<®<) and under
these conditions,

1

HZW

by o, and o, and correspond to orthogonal components of
the inverse filters. The singular valug corresponds to the
amplification factor of the in-phase component of the binau-

ral signals and the other singular valuag corresponds to the
—geikarsing 1 } 9 amplification factor of the out-of-phase component of the

binaural signals. The unitary matrix distributes the suitably
amplified in-phase and out-of phase components into the pair
of transducers.

The singular value decomposition helps to understand  The net effect of the inverse filter matrid depends
the role of the inverse filter matriki more intuitively. As  |argely on the content of the input signalsi.e., the charac-
described in the Appendix, the inverse filter matdxcan be  teristics of the sound source signal contents and the auditory
expressed as virtual space being created. However, the maximum ampli-
fication of the source strengths required for the arbitrary bin-

1 _gefjkAr sin 6

B. Singular value decomposition

i i aural signal input at each frequency can be found from the

m | V2 V2 |[oi O 2-norm of H (JJH)). Since|U||=||V||=1, this is equal to the

H=UX""V"= . o o largest of the singular values. Thus

5 5 [HI=1%]=max(o, o). (10

T og™ T ag<™ Plots ofo;, o, and|H|| with respect tkAr sin g are illus-
\/ g . \/ 9 - trated in Fig. 3. The examples throughout this paper use typi-
1 1+ge 4 1+ge’! cal values of the distance between the adult human ears for

XE 1— gk 1—gekar |’ Ar. As seen in Eq(10) and Fig. 3, the singular values and
\/1—ge'kA' \/l—geJkA' o, interchange their amplitude as a function of frequency

and source span, periodically giving peaks|df| where k
where and 0 satisfy the following relationship with even values of
the integer numben:

1
g;= n
" (14 ge TRATSN) (14 gelkATSINY) KA sing= 777 (12)
and _ . . .
This is where a term in the denominator of the singular
1 values becomes very sméfiearly zerd so the singular val-

Oo= J(I—ge Warsno) (1 _gakarsnd)’ (10 ues become very large. The singular vghqehas peaks at
n=2,6,1Q ... where the system is required to use large ef-
The unitary matrixv! extracts the in-phase and out-of phasefort to reproduce the in-phase component of the desired sig-
components out of the binaural signalSuperscript H de- nals. The singular value, has peaks at=0,4,8 . .. where
notes the Hermitian transpose of a matrix; that is the comthe system is required to use large effort to reproduce the
plex conjugate of the transpogdt also introduces phase out-of-phase component. Around these frequencies, sound
rotation according to the property of the plant but does nosignals from control sources interfere destructively with each
change their amplitude. The two singular values are denotedther, leaving little response left. In other words, the signals
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. . . FIG. 5. Dynamic range loss as a function of source span.
FIG. 4. Dynamic range loss due to system inversion.

cancel each other. Therefore, the solution for the inverse, i.ethe same maximum source strength when the system is in-
the amplification required to produce the desired sound preserted. The frequency of the peaks|#f| do not affect the
sure at each receiver, becomes substantially large. The lo@mount of dynamic range loss but the magnitude of the
frequency boost as a consequence of the peak=8@ has Peaks do. SincgH|| here is normalized by the case without
often been addressed in several papénst the other fea- System inversion by Eq(7), the dynamic range los§
tures, especially the peak for the in-phase component, hds given by [H| ... For example, whem=2,6,1Q.. .,

drawn less attention. KAr sin@=m,3m,5m, .. ., therefore, elkArsinf—gikarsing
=—1. Thus

IIl. FUNDAMENTAL PROBLEMS OF EXISTING 1

SYSTEMS I'=||H||max= max ;) =max o,) = g (13

A. Loss of dynamic range The dynamic range loss given by Ed.3) as a function of

In practice, since the maximum source output is givensource span is shown in Fig. 5. Singe-1— Ar sind/l, then
by |[H|/max, this must be within the range of the system in I can be approximated as
order to avoid clipping of the signals. The required amplifi- |
cation by the inverse filter matrikl results directly in the [~ i
loss of dynamic range illustrated in Fig. 4. The level of the Arsing

output source signal&d: without system inversiony: with a5 a function of. Figure 5 and Eq(14) show that the larger

inversion) and the resulting level of the acoustic pressure athe source span, the less is the dynamic range loss. It varies
listener’s eargd: without inversion,w: with inversion are  from more than 70 dB when two transducers are very close
plotted assuming that the maximum output levels and dytogether to about 15 dB when they are on opposite sides of

namic range of the systems are the same. Witéfds large,  the ears. When there is a head between the ears, this is re-
each transducer is emitting very large sound most of which iggxed a little.

cancelled by the sound from the other transducers. As a re-
sult, the levels of synthesized binaural signals at the listen-
er’s ears are significantly smaller than that those without can[-3 Robustness to error in the olant
cellation. The given dynamic range is distributed into the™ P

system inversion and the remaining dynamic range thatisto A problem is said to be well-conditioned if small
be used by the binaural auditory space synthesis, and alsthanges in parameters produce small changes in the solution,
most importantly, by the sound source signal itself. Thus theand ill-conditioned if relatively large changes are produced.
signal-to-noise ratio of the signalg becomes low. Since the The extent to which a process can be regarded as well-
transducers are working much harder than usual use to pr@onditioned can be evaluated by calculating the condition
duce usual sound level at the ears, nonlinear distortion beaumber!® Equation (1) implies that the system inversion
comes more significant and is often audible. For the saméwhich determiness and leads to the design of the filter
reason, fatigue of the transducers is more severe. Convematrix H) is very sensitive to small errors in the assumed
tional driver units are not designed to be used in this mannegplant C (which is often measured and thus small errors are

(14)

and they can be easily destroyed by fatigue. inevitable where the condition number o€, «(C), is
The dynamic range loss is defined by the difference belargel® Such errors include individual differences of
tween the signal level at the receiver with one monopoleHRTFs!'™*® and misalignment of the head and

source and the signal level reproduced by two sources havirigudspeaker$? The condition number of is given by
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and is shown in Fig. 6. As seen in Ed5) and Fig. 6,«(C) 40t - 8 E il
has peaks where Eql2) is satisfied with an even value of e, it E $i B
the integer numben. The frequencies which give peaks of i ".“ it R iiE
«(C) are consistent with those which give the peakgHb. e | LY S
Around the frequencies whergC) is large, the system LY "
is very sensitive to small errors i6.2° The calculated in- 70 = SR RN
verse filter matrixH is likely to contain large errors due to L e Lol

. . - kArsind (xn/2)
small errors inC and results in large errors in the reproduced b)

signalw at the receiver. This is because such errors are mag-

nified by the inverse filters but remain uncancelled in the"'C: 7. Dynamic range improvement and loss of control performance with
. . regularization(a) Without regularization(b) With regularization.

plant. On the contraryk(C) is small around the frequencies

wheren is an odd integer number in E¢L2). For the same

value ofn, the robust frequency range becomes lower as the One common example of such an error is that due to

source span becomes larger. With a logarithmic frequencyegularisation, where a small error is deliberately introduced

scale, which is related to the perceptual attributes of the huto improve the condition of matrix to design practical

man auditory system, the frequency range of robust inversiofilters® It is also possible to reduce the excess amplification

is more or less constant for different source spans for thand hence the dynamic range loss by means of regulariza-

same value ofn, even though it looks wider for smaller tion, where the pseudoinverse filter matkixis given by

source spans on a linear frequency scale. H=[CHC+ 817~ 'cH, (17)

whereg is a regularization parameter. The regularization pa-
rameter penalizes large values ldf and hence limits the
In addition, since dynamic range loss of the system. Sinled| is normalized
v=C-lw (16) by the case without system inversion by Ed), the regular-

ization parameter limits the dynamic range loss to less than
and x(C~1)=«(C), a practical and close to ideal inverse about

filter matrix H is easily obtained where(C) is small. How-

ever, the reproduce?j/ signails are less robust to small '~ —-10logs—-6 (dB). (18)
changes in the inverse of the plant matfix !, henceH, However, the regularization parameter intentionally, hence
where k(C) is large. Even ifC does not contain any errors, inevitably, introduces a small error in the inversion process.
the reproduction of the signals at the receiver is too sensitiv@his gives rise to a problem for filter design at frequencies
to the small errors within the inverse filter matiik to be ~ wherex(C) is large. An example of this is illustrated in Fig.
useful. 7. The dynamic range loss is reduced by regularization from

C. Robustness to error in the inverse filters
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about 27 dB(without regularizatiopas in Fig. 7a) to 14 dB

as shown in Fig. ) (8=102). However, it can be clearly e Q 0dB
seen that the control performance of the system deteriorates
around the frequencies whemgs an even integer number in
EqQ. (12). The contribution of the correct desired signaks {
andR,,) is reduced only slightly but the contribution of the
wrong desired signalsR;, and R,;, the cross-talk compo-
nend is increased significantly. In other words, the system
has little control(cross-talk cancellationaround these fre-
guencies. This problem is significant at lower frequencies
[n<1 in Eqg.(12)] in the sense that the region without cross-
talk suppression is large, and at higher frequenjaies1 in

Eqg. (12)], in the sense that there are many frequencies at
which the plant is ill-conditioned. With an equivalent dy-
namic range loss, making the source span larger leads to a
better control performance at lower frequencies but a poorer
performance at higher frequencies. On the contrary, making
the source span smaller leads to better control performance at
higher frequencies but poorer performance at lower frequen-
cies.

single monopole
transducer

D. Robustness to reflections FIG. 8. Sound radiation by the control transducer pairs with reference to the

. . . iver direction0 dB and— dB).
Reflections from surrounding objedis.g., walls, floors, receiver directions and—e dB)

and ceiling$ affect the control performance. The effect of

reflections on this kind of system has been studied with &. Principle of the optimal source distribution
simple image source model and subjective experimEns.
though the perceptual aspects of sound localization such as
the precedence effect suggest that the performance of thid
kind of system will be retained to some extéhteflected na

sound with a much larger level than the control sound arriv- ~ ©=26=2 afCSi’Em)- (19

ing directly at the listener’s ears destroys the correct percep-

tion. Therefore, the relative level of sound radiation in direc-As seen from the analysis above, systems with the source
tions other than towards listener’s ears is a very goodspan where is an odd integer number in EGL9) gives the
measure of the robustness of the system to reflections. Figukest control performance as well as robustness. This implies
8 shows an examplen=2) of far field sound radiation by that the optimal source span must vary as a function of fre-
the control transducers with reference to the receiver direcquency.

tions. The horizontal axis is the intersource axis and the re-  \We now consider a pair of conceptual monopole trans-
ceivers(ear$ are at the directions of the vertical axis. At ducers whose span varies continuously as a function of fre-
frequencies where Eq12) is not satisfied with an odd value quency(Fig. 9 in order to satisfy the requirement forto be

of the integer numben, as in this example, the sound radia- an odd integer number in E(L9) (Fig. 10. This relationship

tion in directions other than receiver directions can be sigis whereos; and o, are balanced and the source span be-
nificantly larger(typically +30 dB~-+40 dB) than those at comes smaller as frequency becomes higher. With this con-
the receiver directiong0 dB and —« dB). The maximum cept, the expression for the inverse filter matdq Eq. (9)]
amount of this excessive radiation is the same as the amouhgcomes very simple as

of dynamic range loss as in E¢L3) and Fig. 5. When the 1 1 —ig

environment is not anechoic, as is normally the case, this - S| }

obviously results in severe reflections and the control perfor- 1+9%|—jg 1

mance of the system deteriorates. In addition, the sound ra-

diated in directions other than that of receiver has a peaky high

frequency response due to the response of inverse filter ma- frequency frequency
trix H and normally result in severe coloration.

Equation(12) can be rewritten in terms of the source
an® as

(20

IV. A SYSTEM TO OVERCOME THE PROBLEMS fransducer

As discussed above, there is a trade-off between dy- O
namic range, robustness, and control performance. However, low low
a system which aims to overcome these fundamental prob-
lems is proposed in what follows. FIG. 9. Principle of the “OSD” system.
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does not radiate excessive sound all around so it is also ro-
bust to reflections in a reverberant environment, and these
small reflections do not have any coloration other than that
caused by the reflecting materials. Note also th@)=1
which is constant over all frequencies and which is the
smallest possible value. The error in calculating the inverse
filter is small and the system has very good control over the
reproduced signals. The system is also very robust to the
changes in plant matrix.

200 Also note that when>Ar, g~1 therefore,

10°F 1 H 111 _j
~ —j 1

2
‘ ‘ . . ( ‘ , ‘ This implies that independent control of the two signals is
20, x W ®  x e a0 M0 e A nearly achieved just by addition of the desired signals with a
transducer span (°) m/2 relative phase shift between them.

20K T

2k

frequency (Hz)

(21)

FIG. 10. Relationship between source span and frequency for different od

integer numben. B. Aspects of the proposed system

From Eg.(19), the range of variable source spénis

Note that||H|=1/2 for all frequencies. Therefore, there is given by the frequency range of interest as can be seen from

no dynamic range loss compared to the case without systefid- 10. A smaller value ofi gives a smaller source span for

inversion. In fact, there is a dynamic range gain of 3 dB sincdhe same frequency. Therefore, the smallest source ®gan

the two orthogonal components of the desired signalsize  for the same high frequency limit is given ly=1 and this

out Of phase. Th|s means the System has good Signa' to noi&%about 4° to giVe Control Of the Sound f|e|d at two pOSitionS

ratio and advantage over distortion or fatigue of transducerseparated by the distance between two eatrsut 0.13 m for

The inverse filters have flat frequency response so there is tSEMAR dummy headf) up to a frequency of 20 kHz.

coloration, in excess of that produced by room response, at Equation (12) can also be rewritten in terms of fre-

any location in the listening room even outside the sweeflU€NCy as

area. When the listener is far away from the sweet spot, the nc,

spatial information perceived may not be ideal. However, the  f= AArsing’

spectrum of the sound signals are not changed by the inverse

filters. Therefore, the listener can still enjoy the natural pro-The smallest value af gives the lowest frequency limit for

duction of sound together with some remaining spatial asa given source span. Since $irss1,

pects. The sound radiation by the transducer pair in all direc- nc

tions is always smaller than those at the receiver directions, f=-—,

which is also smaller than the sound radiation by a single 44r

monopole transducer producing the same sound level at thige., the physically maximum source span @&=26=180°

ears as shown in Fig. 11. In contrast to Fig. 8, the systengives the lowest frequency limitf,, associated with this
principle. A smaller value of gives a lower low frequency
limit so the system given by=1 is normally the most use-

'deQOdB ful among those with an odd integer number The low

frequency limit given byn=1 of a system designed to con-

trol the sound field at two positions separated by the distance

single monopole between two ears is abofif= 300~ 400 Hz.
transducer

(22

(23

"OSD" principle

C. Consideration of the head related transfer function
model

The condition numbek(C) of the plant matrix plotted
as a function of frequency and source span is shown in Fig.
12 for the audible frequency rang20 Hz~20 kH2). Figure
13 shows the condition number of the more realistic plant
matrix with HRTFs. The HRTFs were measured with the
KEMAR dummy head at MIT Media L&8 and the loud-
speaker response was deconvolved later. Those between
sampled directions are obtained by bilinear interpolation on
the virtual spherical surface of magnitude and phase spectra

FIG. 11. Sound radiation by the “OSD” loudspeakers with reference to theil the frequency doma}i}ﬂ A similar trend can Cl??‘rly be_
receiver directiong0 dB and— dB). seen as in the free field case. However, additional “ill-
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driving plate <

high <€ frequency > low

¥ 2)

&

g

g
narrow <€ width > wide
large < stiffness > small
high <« frequency > low

transducer span (°) b)

FIG. 12. Condition numbex(C) of a free field plant matrixC as a function FIG. 14. Flat panel transduceréa) Individual excitation. (b) Point
of source span and frequency. excitation.

conditioned frequencies” can be observed around 9 kHz angjherear is the geometrical distance between the ears. Fig-
13 kHz where the HRTFs have minima. It is possible that thg,e 12 incorporates E¢24) and shows good agreement with

signal-to-noise ratio of the measured data around these frep:lg. 13 which is obtained from more realistic KEMAR data.
guencies is poor.

It should also be noted that where the incidence angle
0 is small, the peak frequencies obtained with the HRTF
plant matrix are similar to that of the free field plant with D- Transducers for the optimal source distribution
the receiver distancé\r~0.13. This COI‘I‘eSpOI’]dS to the This princip'e requires a pair of monopole type trans-
shortest distance between the entrances of the ear canalsfifcers whose position from which sound is radiated varies
the KEMAR dummy head. However, where the incidencecontinuously as frequency varies. This might, for example,
angle ¢ is large, the peak frequencies obtained with thepe realized by exciting a plate at each position individually
HRTF plant matrix are similar to that of the free field plant [Fig. 14a)]. The requirement of such a transducer is that a
with the receiver distancar~0.25. This is a much larger certain frequency of vibration is excited most at a particular
distance than the shortest distance between the entrancesfsition such that sound of that frequency is radiated mostly
the ear canals of the KEMAR dummy head and is a result ofrom that position. Relatively large damping would be re-
diffraction around the head. A correction to the receiver disquijred to suppress unwanted plate vibration modes. Such
tanceAr can be made in order to match the frequency-sparharacteristics may also be achieved by exciting a triangular
characteristics of the free field model. Following is an ex-shaped plate with large damping at one end whose width and

ample of a linear approximation, stiffness varies along its length in a controlled manjiég.
14(b)]. The narrow and stiff excited end radiates most high
Ar=Aro(1+0/m), (24)  frequency sound whereas the wide and floppy end of the

plate radiates the lower frequency sound. This principle is
very similar to the way the basilar membrane of the human
auditory system performs frequency decomposition. Alterna-
tively, a similar effect might be obtained by changing the
width of a slot along an acoustic waveguidgg. 15. Again

a relatively large damping would be necessary in order to
suppress peaks at resonance. In both cases, the vibration
characteristics of the plate or air particles would differ along
the length, and so as the radiation impedance. Then, trans-
ducers which effectively distribute each frequency compo-
nents to desired position may be designed.
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FIG. 13. Condition numbek(C) of a plant matrixC with HRTFs as a
function of source span and frequency. FIG. 15. Acoustic waveguide type transducers.
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a pair of discretised variable span OSD loudspeakers each pair of transducers in each frequency range can be de-
cided to ensure that the smallest possible valuesaoé used

vll ‘)‘2 over all frequency ranges of interest abdye
I 1 \ It is also possible to discretize, i.e., decide the transducer
frequency ,' ‘l frgq%ency spans and frequency ranges to be covered by each pair of
dividing ividing - s . .
network ,| || network driver units(i.e., range oh), in terms of a tolerable dynamic

!

\ range loss. The dynamic range loss of the entire system is
\O /{.C/)/ now given by the maximum value among the values given

,'1 :f by each discretized transducer span.
L’ AN AN . A number of examples of the discrete OSD system have
4 N ~ . . .
‘ ’ AN ,/ . { been simulated! The effect has been calculated of discreti-
) ) oV ' Y zation number and the allocated dynamic range loss on the
’ ' a pair of continuous ! . cross-talk cancellation performance. Studies have been un-
’ ,variable span OSD loudspeakers, \ P : h
; ) ! dertaken of the spans for each discretized control transducers
O arrangement, crossover frequencies, and width &fractical

consideration above a number of possibilities for designing
crossover filters and inverse filters have also been described
in detail. In short, the dynamic range loss is more than 40 dB
when the discretization is one way. It reduces to 18 dB when
V. DISCRETE SYSTEM the discretization is two way and to less than 7 dB when

A. Discretization of frequency-span relationship discretization is three way.

FIG. 16. Discretized variable frequency/span transducers.

In practice, a monopole transducer whose position varieg Consequence of the discretization of variable
continuously as a function of frequency is not easily avail-gqrce span

able. However, it is possible to realize a practical system ) S )
based on this principle by discretizing the transducer span as 1N discretization is extremely useful and practical be-
illustrated in Fig. 16 and Fig. 17. With a given span, thecause a single transducer which can cover the whole audible
frequency region where the amplification is relatively smallfréquency range is not practically available either. Therefore,
and plant matrixC is well conditioned is relatively wide this principle also gives the ideal background for multiway
around the optimal frequency. Therefore, by allowimgo systems for binaural reproduction over loudspeakers which
have some width, say » (0<»<1), which results in a small maximize the frequency range to be produced and controlled.
amount of dynamic range loss and slightly reduced robustconventional driver units and crossover filters can easily be
ness, a certain transducer span can nevertheless be allocaiggommodated to be use“d for this s,}/stem. It should be noted
to cover a certain range of frequencies where control perforthat this is still a simple “2 channel” control system where
mance and robustness of the system is still reasonably godd!ly two independent control signals are necessary to control
(Fig. 17. Consequently, it is possible to discretize the con-2ny form of virtual auditory space. This in principle can
tinuously varying transducer span into a finite number ofsSynthesize an infinite number of virtual source locations with
discrete transducer spans. A system with a smaligives a  different source signals with any type of acoustic response of
wider region with the same performance on a logarithmicthe space. The difference for this discrete system from the
scale as can be seen in Figs. 12 and 13. conventional 2-channel system is that the two control signals
It is important to design the system to ensiir| and &€ divided into multiple frequency bands and fed into the
«(C) that are as small as possible over a frequency range thgifferent pairs of driver units with different spans. Ironically,

is as wide as possible. Therefore, the transducer spans fgkPstantial effort has been invested in conventional multiway
loudspeakers for stereophony in order to approximate a point

source by multiple driver units. The discrete OSD system

requires just the opposite; different driver units are required

to be at different locations. A “poor” performance unit in the

sense of stereophony which has relatively narrow operational

frequency range may perform very well with this principle.

It should be noted that the low frequency linfiit given

by odd integer numbens in Eq. (23) is extended towards a

lower frequency by discretization because now the region for

frequency and transducer span wherds not an integer

number is also used. For example, a practical system dis-

cretized from the ideal system with=1 can now make use

of the region - v<<n<1+ » so that the low frequency limit

is given byn=1—v.

0 eohansducerspan (1%0 LY As can be seen from Figs. 10 and 17, in the higher

frequency range where the source span is very small,

FIG. 17. An example of frequency/span region and discretization.  the frequency range to be covered is very sensitive to small
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20 . - : may be acceptable in binaural reproduction since the dif-
ference between the two desired signals is normally not so
large and sometimes negligible in the very low-frequency
range.

When slight dynamic range loss is acceptable, the regu-
larization can be used to limit the amplification, and hence
avoid too much dynamic range loss, without sacrificing ro-
bustness for other frequencies. The cross-talk performance

sub-low region

S g ] with regularization in the frequency range beldyis not as
oi: in-phase component good as at the other frequencies. However, there can still be
10 " ‘ reasonable cross-talk suppression available. If more dynamic
20 200 fi 2k 20k range loss is allowed, a relatively small regularization can be
frequency (Hz) used to suppress the out-of-phase component in the sub-low

region. The cross-talk cancellation performance in this re-
gion is very sensitive to the allocated dynamic range loss.
Therefore, it is possible to design the system by selecting the

. . o required low frequency cross-talk cancellation performance.
differences in transducer span. On the contrary, it is VelYrhe amount of the dynamic range loss required by the dis-

insensitive to the source span at lower frequencies. Cons%’retization often gives relatively good control performance
quently, the range of practical span for the low frequency.

o , X also in the sub-low-frequency region, especially when the
units is very large, which can practically be anywhere fromdiscretization is coarse
about 60° to 180° with only a very slight increase of low '

frequency limit.

FIG. 18. Norm and two singular values of the inverse filter mattixvith
“OSD” principle.

One might choose to allow all the dynamic range loss
necessary for the full control of the sub-low-frequency re-
gion. The overall dynamic range loss is determined by the
VI. CONSIDERATIONS FOR THE SUB-LOW- lowest frequency pair, which has the largest span. As dis-
FREQUENCY REGION cussed in Sec. lll A, the dynamic range loss by the largest

At the frequencies below; (n<1- ) where|H| and span is the smallest value among all other pairs.

«(C) is larger than other frequencies, the requirement fo
dynamic range loss and robustness of the system are mory I. CONCLUSIONS
severe than at other frequencies. Figure 18 illustrates the Analysis with a free field model and more realistic plant
2-norm ofH and the two singular valuesr( and o) with  matrix with head related transfer functions reveals a number
the “OSD” principle. As described in Sec. IVAH|| shows  of fundamental problems related to multichannel sound con-
the flat amplitude response of the inverse filters abbye  trol with system inversion such as binaural synthesis over
However, belowf,, it still increases moderately as fre- loudspeakers. A principle of 2-chann@inaura) sound con-
guency becomes lower. In this region, although the systertrol with loudspeakers is proposed which overcomes the fun-
has difficulty in reproducing the out-of-phase component ofdamental problems with system inversion by utilizing a vari-
the desired signal, it still can produce the in-phase compoable transducer span. Practical ways to tackle the sub-low-
nent as well as before. frequency region are also described where outside the OSD
When f is reasonably low, where interaural difference principle.
may not be crucial for binaural reproduction, one can avoid  The proposed principle has various advantages. No dy-
system inversion and simply add a single subwoofer unit fomamic range loss due to system inversion directly means
this frequency region to avoid the extra dynamic range losgood signal-to-noise ratio but also leads to less distortion and
required by this region. As seen in E@L0), adding two longer life of transducers. The robustness to errors has ad-
channels of signals results in complete cancellation of th&antages in many respects, e.g., incorrect inverse filters due
out-of-phase component of the binaural signals and produde restriction of hardware resources, differences between in-
ing the in-phase component only. Then, there is no indeperdividuals or products, and the misalignments that is inevi-
dent control of binaural signals in this region. table in practical use. The minimal sound radiation in direc-
It is possible to cover this sub-low-frequency regiontions other than receiver directions reduces the chance of the
with the lowest frequency pair of units without sacrificing 3D effect being destroyed by reflections from surrounding
performance for other frequencies. The lakgg, the out- objects. The system inversion does not result in coloration
of-phase component, in this region can be regularized witlibecause of the flat response of the inverse filters, and this
the method described in Sec. Il C. In such case, even thoughdds practicality by enabling the listener to enjoy the repro-
little cross-talk suppression is available, the low-frequencyduced sound signals even outside the “sweet region.” As a
pair can still work as a subwoofer mostly producing the in-natural consequence of this, the reflections or reverberation
phase component, while it is working perfectly within the of the room are not colored either.
OSD frequency range. In the sub-low region, the control  The practical system can be realized in a number of
performance deteriorates severely due to heavy regulaways including discretizing the theoretical continuously vari-
ization. However,|R|| and hence the norm of the repro- able transducer span that results in multiway sound control
duced signal, is the same as that without regularization. Thisystem. The discretization enables the use of conventional
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transducer units and crossover filter networks. The relationx1’2:(1+ gekAh)(1+ge k) (1—ge*tl)(1—ge Ik,
ship between the position of a driver unit and the frequency (A4)
region to be covered can be determined easily. Further defherefore the singular values 6fare given by
velopments to realize ideal continuously distributed trans- '
ducer will be beneficial to improve the performance of such
systems.

712= V1= V(1+ge ) (1+ge ),
V(1-ge"¥)(1—-ge ). (AS)
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APPENDIX chexi=o?x; . (A6)

When the desired signals are defined as &9, this  Tperefore
effectively normalizes the plant transfer function mat@x
with respect to the acoustic pressure signals which would

have been produced by the closer of two sound sources to the i i
receiver point. Then this normalized plant transfer function _ V2. V2
matrix C can be written as V= 1 1 (A7)
1 ge—jkAI E - E
= N 1 (A1)
) . ) , . The vectors comprisingy are given by
It is possible to expres€ with unitary matricesU and V
such that 1
i=—Cx. A8
C=U3VvH, (A2) yi o (A8)

whereX, is the diagonal matrix whose elements are singulaiqence
values ofC, o, ando,. The singular values of can be

found from the square roots of eigenvaluesGtC, [1+ge K8 [1—ge 8
1 geikAl 1 e—jkAl 1 1+ge'RA 1_ge|EA

g
CHCZ{ ‘ - U=— . A9
g 1 Jlge 1 V2 \/m 1-ge (A9)
1+9¢? g(ekAl e Ikal) 3 T+gdaT  ~ NV 1—gdks
= - ‘ A3
KAl o= jKAl 2
g(e™re ) 1+g The singular value decomposition & may therefore be
The eigenvalues ofC are given by written as
\/l+ge—JkA| \/1_ge—JkA|
c UEVH 1 1+ge|kA| 1_ge|kA| \/(1+ge|kA|)(1+ge*]kA|) 0
- v \/1+ge—1km \/1_ge—1kAI 0 J(I—gd Ny (1 ge a1y
1+gekdl 1—gekal
1 1
V2 V2
1 | (A10)
Vi vz
Note that
C l=[uzvH] l=v3y Ut (A11)

sinceVHv=I, [V"] =V, U"U=1, andU *=U". Therefore,
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1 1 1 0
oG loys M- vZ V2 || J(1+ge*t)(1+ge kA
1 1 0 1
V2 V2 V(1-ge" ) (1—ge T4
\/ 1+ge*A! \/ 1+ge*A!
1 1+ge—jkm 1+ge—1km
= _ (A12)
V2 1— g 1— g
T-ge '8~ N1—ge k&l
Hence
1 1

(A13)

7i= \/(1+ge*JkAr sin 0)(1+ge|kAr sin 0) ! Go= \/(l_ge*JkAr sin 6')(1_ge|kAr sin 0)

are the singular values of the inverse filter matfix
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